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Abstract
In situ and time-resolved structural information about emergent microstructures that
progressively develop during the formation of inorganic or biologically mediated solid
phases from solution is fundamental for understanding of themechanisms driving com-
plex precipitation reactions, for example, during biomineralization. In this brief chapter,
we present the use of small- and wide-angle X-ray scattering (SAXS and WAXS) tech-
niques and show how SAXS can be used to gather structural information on the nano-
scale properties of the de novo-forming entities. We base the discussion on several
worked examples of inorganic materials such as calcium carbonate, silica, and
perovskite-type titanates.
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1. INTRODUCTION

The making of bonds during the formation of inorganic or biologi-
cally mediated solid phases from solution usually follows a series of complex

steps and pathways that most often depend on molecular-level reactions

occurring at fluid–surface interfaces. In situ and time-resolved structural

information about size, shape, crystallinity, and any mutual interaction

between emergent microstructures that progressively develop during such

processes provides us with the crucial building blocks to further our funda-

mental understanding of the kinetics, energetics, and mechanisms driving

complex phase-forming reactions. The fact that the emergent species are

often structurally poorly ordered, nanoparticulate and in many cases unstable

dictates that ideally they must be characterized not just at length scales

<100 nm but also as in situ as possible to avoid any artifacts due to sample

handling, etc. Therefore, solution-based X-ray scattering methods are

one of the most effective tools in studying nanostructured materials as they

form in fluid media. In this brief chapter, we will discuss specifically the use

of (ideally simultaneous) small- and wide-angle X-ray scattering (SAXS and

WAXS) techniques and show how SAXS can be used to gather structural

information on the nanoscale properties of the de novo-forming entities,

whereas WAXS (basically X-ray diffraction) provides us with the atomic

length-scale characterization information of the same reaction.

2. GENERAL CONSIDERATIONS: HOW DOES SAXS/WAXS
WORK AND WHEN IT IS APPLICABLE?
Let us consider a sample that is either particulate or bicontinuous, that is,

nonparticulate in nature but that has nanometer-range electronic density var-

iations. Such variations could originate from homogenous colloidal particles

of electronic density r that are dispersed in amatrix of a constant, but different,

electronic density r0 (e.g., a solvent). Equally, such variations could be due to
presence of pores in a constant electronic density matrix or the coexistence of

two continuous phases of different electronic densities but separated at a nano-

meter scale within a sample body (e.g., bicontinuous emulsions; Craievich,

2002; Glatter & Kratky, 1982; Guinier & Fournet, 1955; Stribeck, 2007).

In all these cases, the difference in average electron density, Dr, leads to a

“two-electron density system.” Dr will hereafter be referred to as the scatter-

ing contrast and Dr 6¼0 is a necessary condition for scattering to occur.
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Applying this to SAXS experiments and combining it with a monochromatic

collimated X-ray beam that passes through a sample that exhibits a scattering

contrast, Dr, leads to the recording of the elastically scattered photons at very

small angles. This is most often done using a 2D plate detector (Fig. 5.1A).

Overall, both small- and wide-angle scatteringmeasurements can be per-

formed either with conventional laboratory X-ray lamps or with synchro-

tron X-ray radiation. Depending on the measured angular ranges and light

wavelengths, a SAXS pattern allows a series of structural parameters about

the solid entities in a sample to be evaluated (e.g., size, size distribution, geo-

metric shape, and agglomeration with dimensions typically 0.1–<500 nm;

Bras, 1998; Craievich, 2002; Rieckel, Burghammer, & Müller, 2000;

Stribeck, 2007). The resulting recorded scattering intensity is conventionally

plotted as the function of the modulus of the scattering vector q (nm�1),

which is related to the scattering angle 2y and the wavelength l (nm) of

the incident beam via (Eq. 5.1)

q¼ 4p=lð Þ siny ð5:1Þ

where q is the modulus (magnitude) of q.

A representative 2D scattering pattern of a sample containing agglomer-

ated particles in solution is shown in Fig. 5.1B. It is worth mentioning that in

order to extract the maximum information about the in-sample-contained

structures, it is paramount that the used q-range must be adjusted before each

SAXS experiment to match as best as possible the expected range of sizes of

the investigated structural features. This is the necessary practical condition

for a successful SAXS experiment. This condition is important because if the

minimum expected particle size is denoted by Dmin and the maximum

by Dmax, this leads to the q-range needing to be set to fit qmin¼
p/Dmax<q<qmax¼p/Dmin (Glatter & Kratky, 1982). For a q-range defined

in such a way, the scattering data will contain the full information for all

particles in the size range between Dmin and Dmax. However, if a scattering

pattern contains information from semiperiodic (e.g., correlated or

pseudocrystalline) structures, the q-range is also dependent on the maximum

and minimum interparticle distances, dmax and dmin, with qmin¼
2p/dmax<q<qmax¼2p/dmin, as defined by the Bragg equation. These

parameters are obviously dependent not only on the wavelength of the inci-

dent X-ray beam but also on the sample-to-detector distance, the area of the

2D detector, and the position of the beam on the detector (beam-stop posi-

tion; e.g., placing a beam stop in the corner of the detector instead of the



Figure 5.1 (A) Scheme of the typical SAXS/WAXS experiment; (B) example of a scatter-
ing pattern from a sample containing agglomerated particles in solution recorded with
a 2D SAXS detector. Some of the elements relevant for the data-reduction steps
explained in Section 4 are marked in the figure.
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middle allows for more than doubling of the measured q-range; Fig. 5.1B).

The actual measured q-range in absolute units (nm�1 or Å�1) with respect to

pixel/channel positions on any detector needs to be established, each time,

by means of a standard, that is, a chemical compound of known structure



99SAXS in Inorganic and Bioinspired Research
exhibiting Bragg diffraction peaks in the measured low-angular range. For

instance, silver behenate (dmax¼5.8380(3)nm; Huang, Toraya, Blanton, &

Wu, 1993) or wet rat tail collagen (dmax¼ca. 67 nm; Fratzl et al., 1997) is

most often used for this purpose depending on the investigated q-range.

SAXS instruments are often complemented with WAXS detectors

(Fig. 5.1A). These record those photons scattered at higher angles, hence,

extending the q-range to higher magnitudes of the scattering vector. The

investigated system is targeting not just poorly ordered nanostructures but

possibly also particles with emerging and developing crystalline or nanocrys-

talline properties. These higher-angle scatterers would produce a diffraction

pattern, which will be recorded in the WAXS regime. Such patterns

complement the SAXS data and give us quantitative information about

the internal structure of forming ordered entities.

3. WHAT HAPPENS IN A SOLUTION WHEN IONS MEET
AND HOW DO WE QUANTIFY IT?
In this section, we very briefly review how amorphous and crystalline

inorganic materials are known to form from solutions. It is not our aim to

discuss these complex processes in detail nor will we address the thermody-

namics or detailed kinetic aspects related to such reactions, but we will focus

merely on a simplified structural description and only partially address basic

kinetic aspects. This introduction is necessary for a better understanding of

not only the advantages but also limitations of SAXS for solution-based

particle nucleation and growth investigations and to indicate where comple-

mentary and/or alternative methods should be/need to be used to derive

quantitative data about such reactions. In every scientific study, it should

be always clear that no single method alone ever provides a conclusive

answer to any scientific question and that in all cases multiple and comple-

mentary analytic and experimental approaches need to be employed to

achieve a rigorous scientific result.

3.1. Formation of inorganic materials from solutions
The growth of any solid material from solution is essentially an evolutionary

process in which at different stages of growth, species of various shapes, size,

and internal structure form and further convert into a final product

(amorphous colloidal gel, crystal, etc.).

In the case of nucleation and crystallization phenomena occurring in

solutions, relevant but not exclusive to (bio)mineralization, two descriptions
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are used: the classical nucleation theory (CNT) often applied universally as a

starting point for further discussions (Becker & Döring, 1935; Benning &

Waychunas, 2007; Volmer & Weber, 1925) and the relatively novel

prenucleation concept developed and confirmed for calcium carbonate

and calcium phosphate (Dey et al., 2010; Gebauer & Cölfen, 2011;

Gebauer, Völkel, & Cölfen, 2008; Fig. 5.2A). In both cases, the formation

of a new entity starts with a change in supersaturation of a reacting solution

of dissolved species that leads progressively, fast or slow, to the coalescence of

a first “solid” entity. From this initial entity, the reaction can follow many

pathways, but ultimately, the reaction chain completes with the formation of

a stable crystal. From the structural point of view, CNT assumes that ele-

mentary nuclei form in the supersaturated solution and that this proceeds

further through attachment of basic monomers (atoms, ions, and molecules)

to this newly formed entity (Benning &Waychunas, 2007). Structurally, this

newly formed elementary nucleus is indistinguishable from that of the

intended bulk material. However, these smaller nuclei are most often ther-

modynamically unstable and dissolve and thus the material grows from

nuclei of a certain critical size (critical nucleus), leading eventually to the for-

mation of the so-called primary particle. CNT has been used universally in

the last few decades, and it is still applicable in many systems. For example,

just recently, CNT has been confirmed for the nucleation and growth of

magnetite crystals (Fe3O4), which have been shown to form via a basic-

pH coprecipitation route, describable within CNT (Baumgartner et al.,

2013). On the other hand, in the case of CaCO3, Gebauer and co-workers

(Gebauer & Cölfen, 2011; Gebauer et al., 2008) proposed an alternative

mechanism (Fig. 5.2A) that implies that within a supersaturated solution,

the first entities that form are stable prenucleation clusters. Only in subse-

quent stages do these prenucleation clusters aggregate into larger amorphous

particles, which can further agglomerate, coalesce, and eventually covert via

various pathways into a crystalline phase. This also implies that any species

forming before the nucleation and growth of the crystal must be structurally

different from the final material, yet they suggest that likely there is a struc-

tural “memory” effect that affects these reactions. For example, in the

CaCO3 system, depending on physicochemical conditions at which the

experiments are carried out, the prenucleation clusters, and the subsequently

formed amorphous calcium carbonate (ACC), seem to have a structural

“memory” that leads to ACC that is structurally more alike with the final

crystalline entity that it will transform into (e.g., ACC with a vaterite-,

calcite-, or aragonite-like protostructure; Bots, Benning, Rodriguez-Blanco,



Figure 5.2 (A) Classical and nonclassical pathways describing growth of the crystalline
materials from solutions. (B) Scheme representing the evolution of aqueous silica sys-
tem from monomers to developed sols and gels, in relation with reaction conditions.
Panel (A) is based on Meldrum and Sear (2008) and Gebauer and Cölfen (2011), and panel
(B) is based on Iler (1979).
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Roncai-Herrero, & Shaw, 2012; Gebauer & Cölfen, 2011). These matters are

still in debate and discussion as the reactions are fairly complex, but scattering

can help elucidate some of the still open questions.Naturally, these descriptions

of complex reactions have been in this chapter highly simplified.Many reviews
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that discuss the pathways of the formation of ACC in pure or biomimetic/

biomineralization scenarios in detail are available (e.g., Gower, 2008;

Meldrum & Cölfen, 2008). However, what is important for this discussion

is the fact that on the pathway between the solution stage and the

final (most often crystalline) stable end product, emergent discrete

nanostructures form. The morphology and rate of development of these

nanostructures depends on physical and chemical parameters of the evolv-

ing system, and any small modification in any of the parameters at any stage

in the process has invariably nonnegligible implications for any of the con-

sequent steps. For such emerging properties, SAXS is an ideal technique as

it can provide information at fast timescales and also at the spatial scale

needed to observe these entities (provided that enough particles are present

in the X-ray-illuminated volume of fluid).

Another example of emerging entities from supersaturated aqueous solu-

tions is the evolution of aqueous silica from solution. The SiO2 system is

ideal to illustrate the connection between reaction conditions and develop-

ment of solid amorphous silica nanoparticles (Fig. 5.2B; Brinker & Scherer,

1990; Iler, 1979). In aqueous solution and depending on conditions, silica,

Si(OH)4, can polymerize via various steps: (1) Si(OH)4 monomers coalesce

into particles through dimer-cluster and cyclic-cluster stages; (2) in acidic

solutions or in the presence of flocculating salts, sub-10 nm particles aggre-

gate into networks, which form a gel; or (3) in basic solutions with salts

absent, the growth of homogenous sol particles occurs, with particle sizes

reaching 100 nm (Fig. 5.2B; Brinker & Scherer, 1990; Iler, 1979). These

systems have been widely investigated mainly due to not only the techno-

logical, geochemical, and biological significance of silica but also the

impeded reactivity of silicon-carrying precursors in comparison with tran-

sition metal analogues, providing with a good study model system for metal

oxide colloid science in general (Brinker & Scherer, 1990; Wright &

Sommerdijk, 2001). Aqueous and nanoparticulate silica has many techno-

logical applications and is industrially directly obtained in its amorphous

formmost often from alkoxide precursors. The use of metal–organic starting

materials makes it simpler to link the properties of sols with the properties of

expected solid final products. For such studies, the use of SAXS is ideal

because in the alkoxide silica system, homogenous and most often relatively

monodispersed particles form from solution which is favorable in many

industrial applications. However, such organically produced SiO2 particles

have little to say about how silica, the most abundant compound in the

Earth’s crust, forms in a natural—nonindustrial—setting. We will discuss
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later (Section 5.2) how this has been the focus of recent studies (Tobler &

Benning, 2013; Tobler, Shaw, & Benning, 2009) that employed

synchrotron-based X-ray scattering to quantify the nucleation and growth

of silica nanoparticles from inorganic solutions, mimicking natural processes.
3.2. The suitability of synchrotron-based scattering methods
Synchrotron-based SAXS in particular and WAXS in some cases are pow-

erful tools enabling extraction of structural information about emergent

properties of new phases forming from and in solutions because of the

following:

• From its very principle requiring the occurrence of the scattering con-

trast, scattering methods are sensitive to the presence of particulates

suspended in solution. Furthermore, ideally, the growing phases have

relatively high electron density in comparison with the solvent, and thus,

the scattering contrast is high.

• Scattering methods enable in situ and time-resolved measurements of an

evolving system in which particles are in a constantly changing

quasiequilibrium with the reacting medium; in some cases, measure-

ments under other physical conditions can also be achieved, for example,

nonequilibrium physical drying (Stawski, Veldhuis, Castricum, et al.,

2011; Stawski et al., 2011b).

• The emergent species range in size from <1 nm to a few micrometer,

with length scales at the most crucial prenucleation, nucleation, and

growth phases contained at sub-200 nm. This is the length scale ideally

adjusted for X-ray scattering experiments.

• Fromthekineticpointofview,anyreaction that is followedusing scattering

needs to ideally occur at resolvable timescales; these can be sub-100 ms to

1 min and/or be up tomany hours (Bots et al., 2012). For instance, asmen-

tioned earlier, crystalline CaCO3 phases form via ACC precursors

(Meldrum & Cölfen, 2008). ACC precipitates from supersaturated solu-

tions at ambient conditions as nanoparticles within seconds (Rodriguez-

Blanco, Shaw, & Benning, 2008). In situ and time-resolved scattering

and diffraction studies (Bots et al., 2012; Rodriguez-Blanco, Shaw, &

Benning, 2011) showed that in purely inorganic systems, ACC transforms

to crystalline CaCO3 polymorphs within minutes to hours and that nucle-

ation, growth, and transformationmechanisms and kinetics depend on var-

iations in saturation states, temperature, pH, or the presence or absence of

foreign ions (Loste, Wilson, Seshadri, & Medrum, 2003; Meldrum &
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Cölfen, 2008). However, so far, the extremely low concentration of

prenucleation clusters in a supersaturated calcium carbonate solution and

the invariably small electron density contrasts between these clusters and

the reacting solutions have precluded the use of scattering methods and

the characterization of the clusters in situ. The data about their existence

are primarily derived from titration and analytic centrifugation studies

(Gebauer & Cölfen, 2011; Gebauer et al., 2008).

• In SAXS experiments, only a small fraction of the incident X-ray beam is

scattered by the sample; however, the required time resolution and scat-

tering intensity are achievable with the use of the high brightness and

high flux of synchrotron-based SAXS. Modern pixel array detectors,

such as Dectris Pilatus series (Mueller, Wang, & Schulze-Briese,

2012), may be able to provide the time resolution necessary to monitor

cluster formation and all transformations reactions over the desired range

of length scales, with high-quality data now possible to be acquired in

sub-50 ms time-resolved snapshots. On the other hand, time-resolved

experiments on systems of low electron density contrast cannot be prac-

tically carried out with SAXS instruments using conventional X-ray

sources (laboratory SAXS). The required data acquisition time per snap-

shot with acceptable signal-to-noise ratio reaches many minutes or

hours, depending on the scattering contrast and the size of

nanostructures. However, it should be pointed out that the laboratory

SAXS instruments are also improved constantly in terms of X-ray col-

limation quality and detector sensitivity and resolution. For instance,

recently, the formation of gold clusters (high-scattering contrast system)

was followed with time resolution of sub-50 ms using a conventional,

laboratory-based SAXS system (Polte et al., 2010).

• The development of crystalline structures of an emergent inorganic

nanostructure is not measureable within the q-range recorded by SAXS,

unless the developing ordered morphologies show diffraction peaks at

low angles like, for example, metal–organic transition phases (Stawski,

Veldhuis, Castricum, et al., 2011). This is clearly a hardware limitation

related to the very physical area of the detector, but this can be partially

overcome by using an auxiliary WAXS detector.

• WAXS is a diffraction method at very high q, which is ideally suited to

extract information about the internal structure of the emergent phases,

kinetics and energetics of their growth, and basic phase identification.

This is valid provided that the phases are crystalline and that the number

of particles within the scattering volume is sufficient for the diffraction
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pattern to be recorded with any reasonable signal-to-noise ratio. WAXS

methods have been used in the last two decades intensively inmany inor-

ganic systems to quantify the crystallization mechanisms, kinetics, and

energetics of various systems with important biological and/or geo-

chemical implications. For example, in highly anoxic systems, the

solution-based crystallization of preformed, poorly ordered iron sulfide

(mackinawite, nominal FeS) has been shown to, depending on redox

conditions and additives, follow various pathways (Cahill, Benning,

Barnes, & Parise, 2000). Under highly reducing conditions, mackinawite

transforms first to a highly magnetic and Fe2þ/Fe3þ-bearing intermedi-

ate, greigite (Fe3S4, Hunger & Benning, 2007), which ultimately rec-

rystallized and leads to the formation of the geologically stable pyrite

(FeS2). Similarly, in situ and time-resolved WAXS combined with elec-

trochemical measurements have been recently used (Ahmed et al., 2010)

to quantify in detail the formation pathways and mechanisms of green

rust sulfate, a layered double-hydroxide phase with the capacity to

reduce a range of inorganic and organic species. Finally, combining

in situ crystallization with element-partitioning measurements in aque-

ous solutions, the formation and intertransformation of important

iron-bearing phases (ferrihydrite to goethite and hematite, Davidson,

Shaw, & Benning, 2008 or ferrihydrite to magnetite, Sumoondur,

Shaw, Ahmed, & Benning, 2008) in the absence or presence of various

toxic compounds (Vu, Shaw, Brinza, & Benning, 2010) have been quan-

tified using WAXS and other in situ and time-resolved X-ray diffraction

methods. Elucidating the mechanisms, kinetics, and energetics of these

reactions helps understand the fate of toxic compounds in various natural

and anthropogenically modified environments and this knowledge plays

a crucial role in guiding remediation efforts in contaminated settings.

Thus, it is clear that WAXS in combination with SAXS is ideally suited to

mark both the onset of transition between the solution and the amorphous

stages and the transitions between the amorphous and crystalline stages in

any reaction and that the in situ and real-time capabilities combined with

special experimental settings that they offer can and are more and more used

to better understand a plethora of industrial and natural processes.

4. SAXS DATA PROCESSING AND INTERPRETATION

In this section, we present the very basics of scattering data processing
and interpretation. We do not explicitly describeWAXS data interpretation
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since diffraction methods are well established and covered in the literature.

However, what we summarize here is only the basic theory of scattering and

as such this brief description should be treated accordingly.
4.1. Data treatment
If we consider the case of particles in a solution, the recorded scattering pat-

tern is isotropic because nanometer-range electronic density variations are

randomly oriented with respect to each other and the incident beam. In such

a case, a 2D scattering pattern is transformed to a 1D scattering curve in a

data-reduction step (Craievich, 2002; Glatter & Kratky, 1982; Guinier &

Fournet, 1955; Stribeck, 2007). The as-measured intensity values need to

be corrected for detector alinearities, fluctuating X-ray beam intensity using

the exiting beam ion counter (Fig. 5.2A)—and background scattering. The

scattering curve of interest is subsequently obtained by integration of the

measured intensities along the arcs having an origin at q¼0 (center of the

beam spot on the detector, hence, q¼0 is extrapolated from the calibration

data), having radii corresponding to consequent discrete q values and lengths

defined by the shape of the detector (Fig. 5.2B) (Pauw, 2013).
4.2. Data interpretation
In the case of particles forming from a supersaturated solution, SAXS can be

used to derive information about the size and shape of individual particles,

their interactions, and their polydispersity, number density (concentration),

or molecular weight. However, because these parameters are in fact mutu-

ally coupled, only certain combinations of structural elements can be

obtained from a single system measured at a given q-range. That means that

either certain simplifications concerning the structure need to be made or

the sample has to be prepared and measured in a way that enables the exclu-

sion of some of the “unwanted” factors (e.g., interparticle interactions can be

avoided by using dilute systems). Similarly, missing data on specific param-

eters (e.g., shape of particles, polydispersity, and aggregation) must be

obtained by other spectroscopic (e.g., vibrational, X-ray absorption, and

nuclear magnetic resonance) or imaging methods (e.g., high-resolution

scanning or transmission electron microscopy). These limitations result from

the very physics of scattering, as will be described further later.

In general, the scattering amplitude F(q) from an individual scattering

primary particle that is embedded in a homogenous matrix can be approx-

imated by Eq. (5.2) (Feigin & Svergun, 1987; Glatter & Kratky, 1982;
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Guinier & Fournet, 1955; Vachette & Svergun, 2000). In this equation, it is

assumed that in a given direction, only the scattering contrast Dr(r) would
be contributing to the scattering intensity. This direction is defined by the

scattering vector q representing the electron density dependent on the posi-

tion vector r:

F qð Þ¼
ð

V

Dr rð Þe�iq�rdr ð5:2Þ

Hence, the scattered intensity of a single object, II, in the direction

defined by a scattering vector is expressed by Eq. (5.3), where F* is the com-

plex conjugate of F:

II qð Þ¼F qð ÞF� qð Þ¼
ð

V

ð
V

Dr rð ÞDr r0ð Þe�iq� r�r0ð Þdrdr0 ð5:3Þ

For our purposes, we only consider (i) an isotropic system (hence

describable by scalars q and r) of identical particles and a (ii) system showing

no long-distance order (it is “dilute”). For a collection of identical non-

interacting particles of particle volume V, number N embedded in the

homogenous matrix so that scattering contrast is Dr, the total scattering

intensity I(q) can be expressed as

I qð Þ¼N �II qð Þ¼N Drð Þ2V �4p
ðDmax

0

r2g rð Þ sin qrð Þ
qr

dr ð5:4Þ

whereDmax denotes a maximum dimension within the scattering object and

g(r) is known as the correlation function (Feigin & Svergun, 1987; Glatter,

1977; Glatter & Kratky, 1982; Guinier & Fournet, 1955; Vachette &

Svergun, 2000). From this equation, we can derive the fact that the scatter-

ing intensity at q¼0—termed I(0)—must be equal to N(Dr)2V2.

To simplify matters, more commonly, instead of the correlation func-

tion, p(r)¼g(r)r2 is used. This is referred to as a pair (distance) distribution

function and p(r) is related to the electron density contrast through Eq. (5.5).

p rð Þ¼ g rð Þr2 ¼ r2
ð

V

Dr rð ÞDr r0ð Þ
� �

O

ð5:5Þ

where h iO denotes spherical averaging andO is a solid angle in the reciprocal

space. p(r) contains information on the complex shape and the structure of

the scattering object. For many cases, it can be retrieved from the scattering

intensity, as, for example, in the case of scattering from dilute solutions of
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proteins (Feigin & Svergun, 1987; Putnam, Hammel, Hura, & Tainer, 2007;

Vachette & Svergun, 2000). Overall, the value for p(r) relates to I(q) through

an inverse Fourier transform:

p rð Þ¼ 1

2p2

ð1
0

qrI qð Þ sin qrð Þ dq ð5:6Þ

By finding p(r), one can extract structural information from scattering

objects of complicated shapes, because the pair distribution function

(PDF) plot is essentially a histogram of all distances within a particle up to

Dmax. This is valid provided that the considered system is monodisperse

and dilute, as is often the case in proteins in solution (naturally depending

on sample preparation). Equation (5.6) implies that I(q) is measured at the

infinite q-range and furthermore assumes a continuous nature of I(q). How-

ever, these two conditions cannot be fulfilled in practice, and a direct Fourier

transform of measured intensities often yields unreliable results (Glatter &

Kratky, 1982). Instead, p(r) is usually obtained through an indirect Fourier

transform method (Glatter, 1977, 1981; Glatter & Kratky, 1982) that is usu-

ally implemented via software packages such as GNOM (Svergun, 1992) or

GIFT (Brunner-Popela & Glatter, 1997).

It has to be noted, however, that F(q) is also referred to as the amplitude

of the scattering form factor, P(q)¼F2(q). In the case of many known and

classical geometric shapes (spheres, shells, cylindrical objects, Gaussian

chains, etc.), the mathematical expressions for the form factors P(q) are rel-

atively easy to derive analytically and are available readily in the literature

(Feigin & Svergun, 1987; Pedersen, 1997). For example, scattering from

a collection of noninteracting, monodisperse homogenous spheres of radii

R is expressed by Eq. (5.7), which is derived directly from Eq. (5.3), assum-

ing an isotropic system and assuming Dr(r)¼Dr for r inside the particle and

Dr(r)¼0 for r outside the particle:

I qð Þ¼N Drð Þ2V 2P qð Þ¼N Drð Þ2V 2 3
sin qRð Þ� qRcos qRð Þ

q3R3

� �2

ð5:7Þ

However, for changes in shape or other morphological parameters dur-

ing a reaction, this is often far from trivial. We can apply certain approxima-

tions when evaluating SAXS data in order to obtain information about sizes

and basic structural characteristics of the investigated species. For instance,

for a dilute system of scattering particulate features, a shape-independent

radius of gyration, Rg, can be found through applying the Guinier
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approximation to the form factor, P(q) (Guinier & Fournet, 1955). This is

only valid, however, for qRg<1. Then, the scattering intensity is given by

I qð Þ¼N Drð Þ2V 2 exp
�q2R2

g

3

 !
ð5:8Þ

Provided that the particles are sufficiently monodisperse, it is important

to note that Eq. (5.8) is independent of the actual shape of the scattering fea-

tures in the applicable q-range. In addition, a further generalization of the

Guinier approximation to highly elongated and plate-like particles allows

us to discriminate these geometries and obtain basic information on some

of the characteristic dimensions, for example, cross-sectional radius of gyra-

tion of elongated particles (Feigin & Svergun, 1987; Glatter & Kratky, 1982;

Guinier & Fournet, 1955).

If we aim to also include interparticle correlations in our scattering data

evaluations, we can do that by taking into account Eqs. (5.1)–(5.5) and

denoting that P(q)¼F2(q). Thus, we can introduce interparticle spatial cor-

relations by implementing a structure factor under the assumption that these

correlations have an isotropic character:

I qð Þ¼N Drð Þ2V 2P qð ÞS qð Þ ð5:9Þ
In this equation, S(q) represents a structure factor term describing the

mutual arrangement of primary particles of a given form factor, P(q), within

the measured sample volume of nondiluted systems. S(q) takes into account

any scattering interferences from different species due to any interactions

between particles. Such interactions include Coulomb repulsion–attraction

phenomena, aggregation and clustering effects, or other spatial correlations

within the system. Hence, S(q) provides additional geometric information,

and this can be used indirectly to extract information about the dynamic

processes and physicochemical interactions between the particles. In analogy

to Eq. (5.4), we can express the structure factor S(q) of an isotropic system

through a correlation function. For the sake of clarity, this correlation func-

tion is denoted as g(r) in Eq. (5.10) (Glatter & Kratky, 1982; Guinier &

Fournet, 1955; Pedersen, 1997; Squires, 1978):

S qð Þ¼ 1þ4pn
ð1
0

g rð Þ�1½ �r2 sin qrð Þ
qr

dr ð5:10Þ

where n denotes the number density of particles.
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For dilute system of noninteracting particles, S(q)¼1. Please note that in

the formalism, g(r) discussed in Eqs. (5.4) and (5.5) is related to the internal

structure of the individual scattering primary particles, whereas the g(r) intro-

duced earlier in Eq. (5.10) is related to the arrangement of the primary par-

ticles in space. Similarly to g(r) (and p(r)), g(r) can under certain circumstances

be extracted from the scattering data by reverse Fourier transform. Further-

more, one may include polydispersity, assuming different types of distribu-

tions, variable types of averaging (intensity, number, and weight), and

assumptions about whether polydispersity is related to primary particles or

structures formed by primary particles (e.g., whether it is related to P(q)

or S(q); Pedersen, 1997).

It should now be clear from the description earlier that the evolution of

inorganic solution-based nanostructures in the prenucleation phase and during

the various stages of nucleation, aggregation, and/or growth/crystallization

involves the formation of particles of certain sizes and shapes and that these

change with time. Furthermore, any of the various stages in a whole reaction

can involve processes of agglomeration and coalescence. Hence, the direct

extractionof values for either p(r) or g(r) fromany set of scatteringdata is difficult

and possible only in a limited number of cases because of the following:

1. In order to extract complete information on the form factor, P(q) (and

p(r)), the scattering systemmust be monodisperse and dilute so that either

S(q)¼1 or S(q) must be explicitly known from other measurements or

alternatively convincingly assumed or deduced (Brunner-Popela &

Glatter, 1997). In order to account for polydispersity of P(q), and extract

information about the distribution, one needs to know (or assume) the

form of monodisperse P(q).

2. In order to extract high-resolution information about the structure factor

S(q) (and g(r)), the form factor must be known or assumed, or for the

considered q-range, the interparticle interactions need to occur on a

length scale large enough to assume P(q)¼1. In order to account for

polydispersity of S(q) and extract information about the distribution,

one needs to know (or assume) the form of monodisperse S(q).

3. Importantly, both P(q) and S(q) contain relevant information character-

izing an evolving system. For instance, dilution to the point where

S(q)¼1 would mean practically quenching the process and altering

the investigated system. Therefore, in the case of complex multistep-

formed materials, the behavior of I(q) is usually modeled assuming that

P(q) can be represented through simple geometric shapes (Glatter &

Kratky, 1982; Pedersen, 1997). Similarly, this applies to S(q), which is
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usually modeled within specifically proposed structural arrangements

and interactions (hard spheres, sticky hard spheres, fractal aggregates,

etc.; Freltoft, Kjems, & Sinha, 1986; Kinning & Thomas, 1984;

Pedersen, 1997; Sorensen, 2001; Teixeira, 1988).

A more detailed description and overview of the mathematical functions

used to express various form and structure factors can be found in

Pedersen (1997). Once derived, the so-obtained mathematical models can

then be fitted to experimental data leading to an evaluation of parameter

values that will characterize the investigated sample. Clearly, such an

approach is often limited by the availability of existingmodels and their phys-

ical validity.Nevertheless, it has proven to be useful in providing information

on themicrostructure of such inorganic systems. To point a few,wemention

here silica (Besselink, Stawski, Castricum, & ten Elshof, 2013; Freltoft et al.,

1986; Teixeira, 1988), titania (Jalava et al., 2000; Kamiyama, Mikami, &

Suzuki, 1992), zirconia (Riello, Minesso, Craievich, & Benedetti, 2003;

Stawski et al., 2012), colloidal precursors for perovskite-type ceramics

(Stawski et al., 2011a,2011b, 2012), sodium hydrous sulfate (Brand,

Scarlett, Grey, Knott, & Kirby, 2013), or calcium carbonate (Bolze et al.,

2002; Pontoni, Bolze, Dingenouts, Narayanan, & Ballauff, 2003).

Finally, it has to be mentioned that after the arduous stages of data

processing and handling, the next step of data interpretation constitutes

an equally nontrivial element when it comes to SAXS measurements. Addi-

tionally, because conventional SAXS is an electron density contrast-based

method, it does not allow extracting chemical (compositional) information.

Therefore, other auxiliary methods must be used to support findings

obtained by SAXS. These would include, among others, element-specific

anomalous (resonant) A-SAXS; small-angle neutron scattering and contrast

matching; wide-angle X-ray scattering, that is, diffraction (WAXS) and

atomic PDF analysis; X-ray absorption spectroscopy; various vibrational

spectroscopic analyses; and natural hard and soft X-ray and electron micro-

scopic approaches combined with related electron energy loss and energy

dispersive spectroscopies and electron diffraction.

5. CASE STUDIES

5.1. Formation and growth of amorphous CaCO3 and

its crystallization
For the research community working in the field of biomineralization,

investigations about the mechanisms controlling the precipitation of CaCO3
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from supersaturated solutions constitute a key aspect of research. However,

it was only in the last 10 years, once time-resolved SAXS/WAXS was suc-

cessfully applied for the first time to study these processes (Bolze et al., 2002),

and that advances could be made. In the considered experiments, calcium

carbonate was precipitated from aqueous solution of CaCl2�2H2O and

Na2CO3 mixed using a stopped-flow device. By combining synchrotron-

based SAXS data acquisition with a fast stopped-flow injection and mixing

system, Bolze et al. (2002) were able to achieve time resolution of sub-

100 ms and this allowed them to follow the nucleation and growth reaction

through the changes in SAXS patterns for many minutes (Fig. 5.3). They
Figure 5.3 Time-resolved SAXS data measured after rapidly mixing aqueous solutions
of CaCl2 and Na2CO3 in a stopped-flow apparatus. After a short induction period of less
than 500 ms, the scattering patterns exhibit marked oscillations. Particle growth is
evidenced from the increase in the oscillation frequency and the concomitant increase
of the intensity. Printed with permission from Bolze et al. (2002). Copyright 2002 American
Chemical Society.
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found that the developing particles were describable within the polydis-

perse spherical form factor of very narrow distribution but that they had

diameters up to ca. 270 nm and the polydispersity was decreasing with

the increasing size of the spheres. Their results also showed that the for-

ming particles were amorphous in nature, which was further confirmed

(Pontoni et al., 2003) by the lack of diffraction peaks in the simultaneously

collected WAXS patterns. The formed ACC particles were found to

remain “stable” in solution as isolated nonagglomerated entities for the

measured time of 5 min. This conclusion was derived from data collected

over a q-range extended to low values of the scattering vector, where no

increase in I(q) was observed and the assumption that such an increase

would normally be attributable to the presence of agglomerates. Further-

more, the authors showed that after a short nucleation period, the number

density of the growing spheres remained constant. From the evaluation of

the absolute scattering intensities, the particle mass density was determined

to be ca. 1.62 g/cm3, which was lower than the density of the crystalline

polymorphs of CaCO3. By using time-resolved SAXS/WAXS, the trans-

formation of ACC into microcrystals was observed in supersaturated solu-

tions in situ. It was possible to detect the onset of particle dissolution by

changes in the frequency of the oscillations in the scattered intensity typical

of the spherical form factor (Fig. 5.4A), followed by the growth of crys-

talline CaCO3 demonstrating itself as clear single diffraction peaks in the

2D WAXS pattern (Fig. 5.4B). By these means, it was deduced that crys-

talline polymorphs of CaCO3 were formed from ACC via dissolution and

subsequent heterogeneous nucleation of the crystals. Hence, the authors

did not observe any solid–solid transition.

However, this latter transition from ACC to stable crystalline CaCO3

phases has more recently been reevaluated also by simultaneous SAXS

and WAXS (Bots et al., 2012; Rodriguez-Blanco, Bots, Roncal-Herrero,

Shaw, & Benning, 2012; Rodriguez-Blanco et al., 2011). Using higher

supersaturations compared to Bolze et al. (2002), Bots et al. (2012) showed

that the crystallization of pure ACC to vaterite (m-CaCO3) proceeded via

multiple stages but that the disappearance of the precipitated ACC particles,

which were only 35–40 nm in diameter, occurred in less than 90 s (Fig. 5.5).

These initial ACC nanoparticles dehydrated and dissolved and concomi-

tantly vaterite formed via a nucleation-controlled mechanism. The data

clearly showed that already after 2 min, vaterite nanocrystals, initially only

�9 nm in diameter, formed. In the next �15 min, in a secondary stage,

these individual nanocrystals grew to micron-sized spherulites. Noteworthy
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(310), and (e) aragonite (302). Printed with permission from Pontoni et al. (2003). Copyright
2003 American Chemical Society.
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however is the fact that each of these spherulites in turn was made up of

individual nanoparticles that reached �60 nm in size. This intermediate

stage of crystallization was rather short and in a subsequent stage the vaterite

transformed to the stable calcite. This final reaction stage can, depending on

temperature, last from a few to many hours (Rodriguez-Blanco et al., 2011)
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and the vaterite spherulites transform to calcite, via a slower dissolution and

reprecipitation mechanism. Interestingly, any change in parameters will also

lead to a dramatic change in the crystallization pathway and mechanism. For

example, the addition of magnesium leads to the direct transformation of

ACC to calcite with no vaterite intermediate (Rodriguez-Blanco et al.,

2012), while the addition of organics (e.g., ethanol, Sand, Rodriguez-

Blanco, Makovicky, Benning, & Stipp, 2012) will stabilize aragonite instead

of calcite (Fig. 5.5).
5.2. Nucleation and growth of silica nanoparticles
The mechanisms controlling silica precipitation are essential to the under-

standing of natural processes involving this material such as biosilicification

(Konhauser, Jones, Phoenix, Ferris, & Renaut, 2004) but are also relevant to

industrial applications when desired microstructure of silica is of crucial

importance (Besselink et al., 2013; Brinker & Scherer, 1990; Iler, 1979).

As a matter of fact, silica is probably one of the most intensively investigated

by SAXS inorganic systems. Major concepts of clustering and aggregation,

for example, mass-fractal aggregates (Freltoft et al., 1986; Teixeira, 1988),

were experimentally derived and coined on the basis of silica-based systems.

Nevertheless, in-depth studies about the nature and evolution of silica are in

part still in their infancy. This is despite the fact that we desperately need this

information in particular with a view towards improving our understanding

of how the intricate biological shapes are created by living organisms (e.g.,

diatoms) as they control the global Si cycle in marine settings. Similarly, we

need to understand how silica precipitates in geothermal systems and why

and how to possibly prevent the clogging of pipes of heat exchangers in

geothermal power plants in order to increase energy production.

In this worked example based on Tobler et al. (2009) and Tobler and

Benning (2013), the nucleation and growth of silica nanoparticles was

followed in aqueous solutions with initial silica concentrations of

640–1600 ppm, at different ionic strengths and at different temperatures.

Silica polymerization and silica nanoparticle formation were induced either

by adjusting the high-pH precursor solution to 7 or by inducing polymer-

ization through an increase in supersaturation due to a fast temperature drop

from 230 to 30–60 �C. SAXS scattering curves were collected for up to 3 h

at a time resolution of 5 min/pattern. This was primarily because the elec-

tron density contrast between silica and aqueous solution was very low

and longer time lengths were needed to improve a signal-to-noise ratio.
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Figure 5.5 (A) Three-dimensional representations of the time-resolved WAXS patterns
from the pure ACC experiment (time is plotted on a base 2 log scale for clarity);
(B) stacked time series of selected SAXS patterns from the pure ACC experiment, with
the legend showing time inminutes and the arrows illustrating the position of the peaks
caused by the scattering from the growing vaterite crystallites. (C) ACC nanoparticle and
vaterite crystallite sizes derived from the SAXS data versus time (on a t1/2 scale) for the
pure ACC and an ACC doped with SO4 experiments. (D) Schematic representation of the
multistage ACC!vaterite!calcite crystallization pathway. (E–G) Electron microscope
microphotographs of solids quenched throughout a full ACC to calcite transformation
reaction. Printed with permission from Bots et al. (2012). Copyright 2012 American
Chemical Society.
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In Fig. 5.6A, a typical time-resolved SAXS curve from an experiment with

one of the experimental solutions of SiO2 is presented. The evolving system

could practically, at all times, be treated as dilute, and the primary particles

grew, but the interparticle interactions, such as aggregation, were practically

negligible. These conclusions were drawn from the scattering curves where
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two dominant features were present: (i) the overall increase in scattering

intensity, I(q) with time and (ii) the progressive shift of the scattering curves

towards lower q in time. The increase in I(q) was attributed to a change in

electron density contrast between the matrix and the newly formed particles

and a change in the total scattering volume of particles (i.e., increase in par-

ticle volume or number), whereas the shift of the scattering curves towards
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lower q indicated an increase in the particles’ sizes with time. Therefore, the

cited example constitutes the case when p(r) could be extracted from the

scattering curves using the indirect Fourier transform methods,

implemented, for example, in GNOM (Svergun, 1992). An example of a

time-resolved distance distribution function, p(r), for a polymerizing solu-

tion with 1600 ppm SiO2 is shown in Fig. 5.6B. Over time, the p(r) plot

showed an increase in both the area under the curve and a shift in the apex

of the curve indicating an increase in particle size. In the case of perfect,

monodispersed spheres, the shape of each individual p(r) curve should be

Gaussian. Despite the p(r) being slightly right-skewed, the near-Gaussian

shape of the p(r) curves obtained in this study suggested relatively low poly-

dispersity of the system, although the actual distributions cannot be evalu-

ated from these measurements due to the limited q-range. Hence, it was

concluded that the observed tail could be induced by the presence of a

few aggregates or it could also indicate the presence of some degree of poly-

dispersity. The authors noted that the overall shape of the p(r) curves did not

differ between experiments (i.e., over the studied silica concentration, ionic

strength, or temperature conditions), suggesting that the shape of the grow-

ing particles did not change between experiments. Electron microscopic

evaluations using both conventional and cryoelectron microscopy verified

the SAXS data and confirmed the spherical and hydrous structure of the for-

ming silica nanoparticles. Information obtained from the SAXS patterns was

further used to extract kinetic information about the process by fitting rel-

evant kinetic models to the data. The results revealed that once polymeri-

zation was induced, a fast decrease in monomeric silica in solution was

accompanied by a simultaneous increase in scattering intensity through

the formation of silica nanoparticles with a �1–2 nm diameter. With time,

these grew to reach a final size of about 7–8 nm. They showed that the

nucleation and growth of silica nanoparticles from supersaturated solutions

follows a three-stage process that proceeds through the homogenous and

instantaneous nucleation of these initial nanoparticles followed by a 3D

surface-controlled particle growth following a first-order reaction kinetics

and in a latter step through Ostwald ripening and particle aggregation.
5.3. Evolution of the colloidal precursors for BaTiO3

This example addresses the evolution of colloidal amorphous precursors for

barium titanate also followed by time-resolved SAXS (Stawski et al.,

2011a,2011b). BaTiO3 is not a naturally occurring material, and it is derived
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from alkoxides–carboxylate sol–gel process. This resembles in numerous

aspects the previously described and well-studied similarly alkoxide-based

formation of amorphous silica and again illustrates well the advantages

and limitations of scattering methods. The BaTiO3 precursor system is based

on two components mixed together: titanium(IV) alkoxide dissolved in

alcohol and barium acetate dissolved in acetic acid.Upon hydrolysis, initiated

by water addition, sol particles of Ti(IV)oxo(hydroxo)acetate formed

through condensation and further agglomeration resulting in an amorphous

gel. The gelation process was attributed to the evolution of Ti-based phase

and the formation of amorphous titania (TiOx). Based on the SAXS andother

complementary data sets (e.g., rheological characterization), the process

could be derived into three growth stages: (i) formation of spherical primary

Ti-(hydroxo)oxo clusters with an inorganic core diameter 2r0¼0.9 nm and

an outer organic ligand shell of �0.45 nm thickness, (ii) agglomeration of

these primary particles into mainly mass-fractal-like agglomerates but with

a minor component of correlated semiordered agglomerates, (iii) and clus-

ter–cluster aggregation of structures from the previous phase into a 3D mac-

roscopic gel of low density. Themorphology and the kinetics of formation of

the gel depended on initial hydrolysis conditions and the entire gelation pro-

cess took between 0.5 and 3 h. The time-resolved scattering curves obtained

from the in situ evolving system are presented in Fig. 5.7A.

The previously mentioned structural information was based on a scatter-

ing model developed to describe the precursor solution in terms of a mixture

of mass-fractal-like agglomerates and structures with internal correlations,

that is, semiordered agglomerates of similarly sized primary spherical parti-

cles. Both types of structures were composed of the same type of particles

with a radius r0 and a spherical form factor, P(q). The fractal-like branched

oligomeric structures were described using the mass-fractal structure SF(q) as

defined in Freltoft et al. (1986), Sorensen (2001), and Teixeira (1988). The

parameter D, the fractal dimension, can have values between 1 and 3, and

this value relates the number of primary particles n of radius r0 to its radius of

gyration Rg. Therefore, a mass-fractal agglomerate fulfills the condition

(Sorensen, 2001):

n∝
Rg

r0

� �D

ð5:11Þ

The second type of entities in solution was semiordered agglomerates of

scatterers with similar size. These were described best by the hard-sphere



Figure 5.7 (A) Time-resolved SAXS patterns at 60 �C, showing evolution of barium
titanate precursor sols of initial 0.5 mol/dm3 concentration with hydrolysis
ratio [H2O]/[Ti]¼5.6. (B) Simulated SAXS curves using Eq. (5.12), with N(Dr)2 V2 set to 1.

(Continued)
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Percus–Yevick structure factor SC(q) (Kinning & Thomas, 1984; Percus &

Yevick, 1958) and depend on the hard-sphere radius RHS (correlation

radius) of the randomly packed spherical particles and their volume fraction

v. The degree of ordering of such particles, located at a distance 2RHS from

each other, is expressed by v. To account for the fact that the relative con-

tributions to scattering of the fractal and semiordered agglomerates in solu-

tion vary with time, a weighting factor 0< e<1 was introduced. This

described the contribution of the fractal-like structures to the total scattering

intensity. The scattering intensity from the sol upon gelation as the function

of time was thus given by

I q,tð Þ¼N Drð Þ2P q,tð Þ e tð ÞSF q,tð Þþ 1� e tð Þ½ �SC q,tð Þf g ð5:12Þ
A few examples of scattering curves that were simulated using Eq. (5.12)

are presented in Fig. 5.7B. The SAXS data as such did not indicate whether

the emergent nanostructures were Ti- or Ba-related. This problem was

overcome by juxtapositioning the results from SAXS with those from elec-

tron energy loss spectroscopy, (EELS) and energy-filtered transmission elec-

tron microscopy obtained from dried gel samples produced using various

hydrolysis ratios (Fig. 5.7C). The resulting nanoscale resolution elemental

maps allowed the authors demonstrate that processing of multicomponent

amorphous precursors for barium titanate leads to spatially nonhomogenous

structures resulting from the growth of amorphous titania only.
6. OUTLOOK

The previously described worked examples showing applications of
SAXS in inorganic and bioinspired research and some of the examples con-

tained in the references in this chapter cover only a miniscule fraction of

SAXS knowledge base relevant to investigations related to the formation

processes of inorganic phases from solution.
Figure 5.5—Cont'd (i) I(q) of semiordered agglomerates with r0¼0.5 nm, v¼0.3,
2RHS¼1.8 nm, and e¼0.5. (ii) I(q) of fractal agglomerates with r0¼0.5 nm, D¼1.8,
Rg¼4.76 nm, and e¼0.5. (iii) I(q) of linear combination of structures i and ii. (iv) I(q)
of sphere form factor of r0¼0.5 nm. (v) I(q) of sphere form factor of r0¼0.5 nm and
e¼0.5. (C) EELSmappings of Ba (red) and Ti (green) of as-dried BTO films with increasing
hydrolysis ratios. Panels (A) and (B) are printed with permission from Stawski et al. (2011a)
and panel (C) is printed with permission from Stawski et al. (2011b). Copyright 2011 Amer-
ican Chemical Society.
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The advances in detector technology in terms of acquisition accuracy,

speed, and signal-to-noise levels now allow us to follow a process faster

or at higher spatial resolution. This leads unfailingly to a dramatic increase

in the amount of data acquired in each experiment. In addition, the higher

quality of data that can now be achieved allows us to derive much more

information from each data set. However, inconsistencies and limitations

in data reduction and limited theoretical understanding of how we should

or can process and/or model the resulting data sets are in many cases the bot-

tleneck in our ability to quantitatively assess even simple solution-based

nucleation and growth reactions. This is caused by the fact that existing the-

ories of scattering do not handle well simultaneous contributions from dif-

ferent form factors, structure factor, and polydispersity. On the other hand, it

should be stated that scattering methods are far more used and applied in

fields such as polymer physics or protein structural biology. It is not an exag-

geration if one says that the progress in our understanding of scattering, as

well as development of data interpretation methods and theories, is due

to the challenges in these two broad fields of interest. The inorganic scatter-

ing world in comparison is still in its infancy, yet advances in our theoretical

understanding of nanoparticle interactions and how scattering data should be

interpreted will lead to further advancement in the next decade. As long as

scattering models developed in the other fields can be transferred to the

solution-based nucleation and growth phenomena in inorganic systems, fur-

ther progress in the data interpretation methods will also be essential. For

example, one such advance is the use of reverseMonte Carlomodeling espe-

cially suited for disordered systems. Such approaches open up new possibil-

ities in SAXS data interpretation in combination with WAXS and XAS

(McGreevy & Pusztai, 1988).

In fact, electron microscopy is the most powerful ally of SAXS. For

example, by using cryoquench TEM, one can obtain information from dif-

ferent stages of the synthesis reaction by cryoquenching of samples, which

allows to look at various time-resolved “snapshots” of the reaction.With this

approach, samples in their liquid state are rapidly (<1 s) cryoquenched and

flash-frozen and subsequently imaged in cryomode at high resolution. Such

cryoimaging of developing structures is a major first step in understanding

reactions at high resolution and these are highly complementary to any

SAXS or WAXS data sets. However, one of the most exciting recent devel-

opments is a liquid-cell system for TEM/STEM, where the self-assembly of

the forming structures can be followed in situ (Li et al., 2012; Liao, Cul,

Whitelam, & Zheng, 2012). In conventional electron microscopy, samples
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are usually exposed to very high vacuum, completely removing the solvent

environment, while in cryoquenched systems, a continuous process cannot

be followed. Rapid drying or cryoquenching often leads to artifacts, and this

hinders the direct data correlation with the other measurements in which the

solvent environment is preserved (i.e., SAXS/WAXS). Using a liquid-cell

system in conjunction with the high-resolution imaging allows us to char-

acterize the dynamics and progress of reactions at the nanoscale but with the

samples still in the fluid phase. In such a TEM fluid cell, a droplet of the

reacting liquid sample is sealed between two electron-transparent mem-

branes. This allows for quantitative and qualitative image and spectral ana-

lyses of the nucleation, crystallization, self-assembly, and agglomeration

processes of inorganic phases at an unprecedented resolution and in a most

direct manner. This way, a direct link between in situ TEM imaging and

scattering data from in situ synchrotron-based SAXS/WAXS is warranted.
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