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1 Mantle Circulation Model (MCM)28

Here we extend the description provided in Section 2 of the main manuscript to29

provide more details of the mantle circulation modelling, where an MCM uses30

plate motion history as the surface velocity boundary conditions. An MCM31

therefore has plate tectonic-like surface behaviour in locations consistent with32

geological history on Earth [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] .33

The mantle dynamics is simulated by solving numerically the conservation34

of mass, momentum, energy and composition equations in 3D spherical geom-35

etry. The simulations presented here assume a compressible mantle under the36

anelastic fluid approximation, which approximates mass conservation through37

the equation:38

∇ · (ρu) = 0, (1)

where ρ is density, and u is the fluid velocity vector. The equation of motion is:39

Table 1: Mantle properties
Parameter Symbol Value Units
Thermal Conductivity k 3 W K−1 m−1

Specific Heat Cv 1100 J kg−1 K−1

Reference Viscosity µ 4× 1021 Pa s
Surface Temperature T0 300 K
Acceleration due to Gravity g 10 m s−2

Initial Concentration K40 K40
0 1.62× 10−9 mol g−1

Initial Concentration U235 U235
0 1.99× 10−12 mol g−1

Initial Concentration U238 U238
0 1.01× 10−10 mol g−1

Initial Concentration Th232 Th2320 3.48× 10−10 mol g−1

Concentrations of heat producing elements given at time of circulation

∂

∂xj

(
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ϵ̇ij −

2

3
δij

∂uk

∂xk

])
− ∂p

∂xi
= −∆ρ′gr, (2)

where η is viscosity, xj is a spatial co-ordinate, ϵ̇ij is the strain-rate tensor, p40

is dynamic pressure, gr is the radially directed acceleration due to gravity, and41

where ∆ρ′, the lateral density is:42

∆ρ′ = −αρ0(T − Tref) + ∆ρC(C − Cref) + χT ρ0p (3)

with α the coefficient of thermal expansion and ρ0 a reference density. T is43

temperature and Tref is a radially varying reference temperature, with a con-44

stant temperature in the mid-mantle and thermal boundary layers associated45

with the top and bottom boundaries. C is a scalar variable that represents46

variations in bulk composition. The bulk composition with C = 0 represents a47

depleted harzburgitic composition, while C = 1 represents an enriched basaltic48

composition, and C = 0.2 represents a lherzolite composition. Cref a reference49
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bulk composition, and ∆ρc is a scaling factor that determines how the bulk com-50

position parameter C affects the lateral density anomaly. χT is the isothermal51

compressibility.52

Conservation of energy is approximated through the expression:53

ρCp

(
∂T

∂t
+ u · ∇T

)
= ∇ · (k∇T ) +H +Φ+ αTui

∂p

∂xi
, (4)

where t is time, H is internal heat generation (by radioactive decay), Cp is54

specific heat capacity, k is thermal conductivity, and Φ is viscous dissipation.55

The bulk composition C obeys the conservation equation:56

∂C

∂t
= −∇ · (Cu) + S. (5)

where S is the source term representing melting, described next. Near the sur-57

face, melting is simulated following the methodology of Van Heck et al. [16]58

using a depth and composition dependent solidus and liquidus, with a linear59

increase in the degree of melting between these limits. Melting enriches parti-60

cles (C increases) near the surface and depletes particles (C decreases) in the61

melting source region. The concentrations of different isotopes are also tracked62

using particles. These isotopes are fractionated during melting according to the63

degree of melting and the relevant partition coefficient. Further details on the64

implementation of the melting process and the parameter values used in these65

simulations can be found in Van Heck et al. [16]. Figure SM1shows the average66

distribution of the C value of particles beneath ocean basins at present day in67

the MCM. Assuming either 50% of particles have C = 1 or C > 0.5 we estimate68

mean oceanic crust thickness to be between 4.5 and 9.5 km.69

The velocity boundary condition at the core-mantle boundary is free-slip,70

while the velocities at the surface are prescribed by a model of plate motion71

history, which has zero radial velocities. Many models of plate motion histories72

have been used in MCMs [17, 18, 19, 20, 21], here we use the Müller et al.[17]73

model describing 1Ga of plate motion history. This plate model is generated74

using a joint inversion for multiple constraints on absolute plate motion [22] in75

order to reconstruct paleo-latitudes and paleo-longitudes in relation to mantle76

structures. The surface temperature boundary condition is isothermal (Table 1),77

while the temperature boundary condition at the core-mantle boundary is also78

isothermal but varies in time, derived from a coupled model for the evolution79

of the core [23].80

The initial temperature field is derived by running a mantle convection sim-81

ulation for roughly 2 Gyr until the surface heat flux is near steady-state. We82

then apply the surface velocity field from the model of plate motion history from83

the 1 Ga time step for 200 Myr, to condition the mantle with structure related84

to that instant of plate motion history. As the simulation advances, the model85

has decreasing memory of its initial condition, therefore an initial condition over86

two mantle over-turn times ago (1 Ga) will have little influence on the present87

day structure. Figure SM2 shows the average mantle temperature and CMB88
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Figure 1: Profiles produced from particles in ocean basins at present day in
the MCM, binned at 1 km depth intervals. Black profile shows the fraction of
particles with a bulk composition of C = 1 and red profile shows the mean bulk
composition.

temperature over model time, and also the thermal energy fluxes in and out of89

the mantle domain.90

The initial bulk composition field is designed to mimic a partly processed91

mantle. Ten particles are distributed evenly in the volume nearest each node,92

with four particles with C = 0, one with C = 1, and five with C = 0.2. In93

simulations with a primordial layer, all particles within 150 km of the CMB are94

set to C = 2 at the start of the velocity field conditioning phase. We also track95

(and evolve by decay) the concentration of heat producing elements and their96

daughter isotopes. The initial concentrations of these isotopes are calculated97

following [24], see Table 1.98

The properties assumed for the mantle are listed in Table 1. Viscosity varies99
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Figure 2: a) Change in average mantle temperature and CMB temperature over
model time, b) thermal energy fluxes in and out of the mantle domain.

with both depth and temperature according to:100

η = ηz exp((z
′Va)− (EaT

′)) (6)

where η is the viscosity at a given node, ηz is the reference viscosity (η0) multi-101

plied by the radial viscosity factor at depth z, z′ is the non-dimensional depth,102

Va=1.0 and Ea=2.0 are non-dimensional constants that control the sensitivity of103

viscosity to depth and temperature, and T ′ is the non-dimensional temperature.104

Temperature is non-dimensionalised via T ′ = (T −T0)/(Tc−T0), where T is the105

nodal mantle temperature, T0 is the temperature of the surface boundary, and106

Tc is the temperature of the lower boundary at the CMB. We non-dimensionalise107

depth by z′ = z/h, where h is the total thickness of the mantle. The reference108

viscosity profile and viscosity range with depth are plotted in Fig. 3.109

We also include the dynamic effects of the phase changes at 410 km and 660110

km depth, using the sheet mass anomaly method [25, 26], using the parameters111

in table 2. We note that this simple sheet mass anomaly method is not strictly112

consistent in a mantle with laterally varying composition, for example a mantle113

with an increased fraction of basalt (with its very low olivine content) will reduce114

the proportion of mantle olivine.115

Table 2: Olivine phase change parameters (the density change assumes 67%
olivine).
Reference depth (km) ∆ρ ( kgm−3) Clapeyron slope (MPaK−1)
410 230 2.25
660 380 -1.5

During the simulation, we impose the plate motion history from 1 Ga to116

the present day in steps of 1 Myr. We adjust the magnitude of the surface117

5



Figure 3: Reference viscosity profile (η0 multiplied by radial factor, black line)
and the viscosity range at each radial layer of simulation (grey shaded area).

velocity to avoid introducing energy into the system when applying the surface118

velocity boundary condition. We achieve this by first estimating the natural root119

mean square (r.m.s.) surface velocity in a free-slip surface simulation (without120

a high viscosity lithosphere) with the same model parameters. We then scale121

the applied surface velocity from the plate motion history to achieve this mean122

r.m.s. surface velocity using a constant scaling factor. The length of time over123

which each plate motion stage is applied, is increased by the same constant scale124

factor that the velocity is decreased by, this maintains Earth-like subduction125

and ridge mass fluxes. In the simulation described here, we scale velocities (and126

radioactive decay constants) by 50 %, thus doubling the time per plate stage.127

The equations are solved using the benchmarked [27], parallel [28] code128

TERRA [29, 26, 30, 31, 3, 32, 16], where the unknown variables, velocity, dynamic129

pressure and temperature are solved on a structured grid. Each radial layer of130

the structured grid is based on a regular icosahedron, where 10 diamonds, made131

from pairing its 20 triangles are iteratively subdivided [33]. The sample sim-132

ulation presented here has an average lateral resolution at mid-mantle depth133

6



of around 45 km, with similar radial spacing. We note that simulations with134

higher resolution are possible but at significantly higher computational cost, ∝135

(grid spacing)−4. They will allow a broader range of models to be investigated,136

e.g. including a thinner lower viscosity asthenosphere. The advection of bulk137

composition and isotope amounts is undertaken by ascribing the properties to138

particles and tracking their movement using a fourth-order Runge-Kutta scheme139

[31]. Any properties of the particles required at the node locations are obtained140

by a distance and mass weighted interpolation of those properties to the node,141

from the particles nearest to that node. We note that only one value of bulk142

composition, given by the parameter C, is tracked on each particle, and also on143

all grid nodes.144

2 Producing Isotropic Seismic Structure from145

Mantle Circulation Models146

The compositions assumed for the three independent lithologies used in this147

study (Baker and Beckett [34] (harzburgite), Walter [35] (lherzolite) and White148

and Klein [36] (basalt)) are presented in Table 3. For each lithology a separate149

look-up table of elastic properties (as a function of depth and temperature150

throughout the mantle) is produced. How these three tables are produced and151

used to predict the isotropic seismic structure from the thermocompositional152

simulation is described in the main text.

Table 3: Mole percent oxide compositions for the three independent lithologies
used in this study.

Harzburgite Lherzolite Basalt
C = 0 C = 0.2 C = 1

SiO2 36.184 38.819 52.298
MgO 56.559 49.894 15.812
FeO 5.954 6.145 7.121
CaO 0.889 2.874 13.027
Al2O3 0.492 1.963 9.489
Na2O 0.001 0.367 2.244

153

The C value for lherzolite is determined by finding the C-value value that154

minimizes the least-squares misfit in 6-component oxide space using the com-155

positions reported in table 3. A C value of 0.2 for lherzolite gives a reasonable156

fit.157

As mentioned in the main text, the final effective densities and seismic ve-158

locities throughout the domain are calculated by harmonic averaging of the159

lherzolite, harzburgite and basalt material, weighted by the mass fractions fM
i160

of each bulk composition. This is physically correct averaging for densities,161
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given as:162

1

ρ
=

∑
i Vi∑
j Mj

=
∑
i

Mi∑
j Mj

Vi

Mi
=

∑
i

fM
i

ρi
(7)

where i and j are indexes for the end-member components, and are summed163

assuming a mechanical mixture of the appropriate combination (as described164

in the main text) of the independent compositions (explicitly listed above).165

We note there is no “correct” choice for multi-lithology (or even multi-phase)166

averaging of seismic velocities, as in reality this would depend on the textures167

and polarisation of seismic waves passing through the medium. However, the168

exact choice of averaging (arithmetic, harmonic, ...) has a relatively small effect169

on the velocities compared to small-scale variations in the fractions of lithologies170

in the mechanical mixture.171

The thermodynamic dataset used to generate the look-up tables of elastic172

properties lacks a full covariance matrix, and therefore we cannot propagate173

uncertainties or calculate confidence bounds on the final effective properties.174

To obtain a first-order estimate of the uncertainties in the calculated seismic175

properties, we made several simplifying assumptions. First, we assume that the176

uncertainty in Vs is entirely dependent on the uncertainty in shear modulus, G.177

Secondly, we assume that the relative uncertainty in G(P, T ) is the same as for178

G0, and that the published variances for individual phases are independent. We179

generated tables of modal phase proportions at regularly spaced P, T conditions180

between 10 and 130 GPa along both a cool and hot geotherm [37, 38] in the181

same manner as for the look-up tables. For phases modelled as solid solutions we182

first propagated the error in a Voigt-Reuss-Hill average of the molar proportions183

of each endmember phase. We then propagated the error in a Voigt-Reuss-Hill184

average of the volume proportions of each phase to obtain the uncertainties185

in G for each assemblage, before converting to a percentage error in Vs. The186

minimum, maximum, and average relative uncertainties for the three lithologies187

are presented in table 4.188

The uncertainties in the mineral dataset are ultimately dependent on the189

uncertainties in the original experimental and computational data used in its190

construction [39]. This leads to increased uncertainties when particular phases191

are present. We note that for harzburgite, δVs is highest in the upper mantle192

and at the base of the lower mantle, likely due to more complex mineralogy193

and greater uncertainties in post-perovskite respectively. The uncertainty in194

harzburgite is greater than for lherzholite due to the increased proportion of195

calcium perovskite. For basalt, the δVs is more than double in the lower mantle196

compared to the upper mantle, likely due to a lack of experimental data at197

these conditions, and the larger error for basalt overall can be attributed to198

greater uncertainties in the elastic properties of Fe- and Al-endmember phases,199

Ca-perovskite, and free silica.200

8



Table 4: Estimated uncertainty in Vs for the three lithologies.
Harzburgite Lherzolite Basalt
C = 0 C = 0.2 C = 1

Min 0.31% 0.32% 0.29%
Max 0.50% 0.48% 1.67%
Mean 0.39% 0.45% 1.04%

3 Testing models with seismic observations201

3.1 Whole Mantle202

3.1.1 1D Isotropic203

The mantle circulation model (MCM) presented in this study has a 45 km verti-204

cal resolution. In order to simulate sharp seismic discontinuities, we interpolate205

temperature bilinearly from the neighbouring grid nodes onto a finer 2.5 km ra-206

dial grid and interpolate the bulk composition from the particles onto this grid207

by a nearest neighbour scheme . We then build 1-D seismic profiles from the208

high-resolution MCM model, by radially averaging ρ, VS , and VP , since the209

icosahedral grid used by MCM distributes grid-nodes almost uniformly across210

the Earth’s surface [33]. The global average is then interpolated at the same211

depths as PREM.212

The comparison between 1D radially-averaged velocities and models such as213

PREM and AK135 is only intended to be a zeroth-order check on our models.214

In the main text, we briefly discussed the expected differences between our215

synthetic models and the models based on the real Earth. These differences216

have several origins:217

Earth model approximations PREM was not designed to represent a 1D218

radial-average structure of the Earth, but rather the 1D structure that best-219

fit normal mode, travel time and attenuation data and the Earth’s mass and220

moment of inertia [40]. Uneven ray path coverage and the requirement to221

fit the width and velocity jump across mantle discontinuities will both result222

in differences from a true 1D average. Furthermore, the deeper part of the223

PREM model (>670 km depth) uses the Adam-Williamson equation, which224

assumes an adiabatic temperature profile between hand-picked layer boundaries,225

homogeneous bulk composition, no sharp mineralogical discontinuities between226

layer boundaries and that any continuous reactions are able to reach equilibrium227

during the passage of a seismic wave.228

Thermodynamic modelset approximations The thermodynamic mod-229

elsets used in this study are inevitably imperfect, both in terms of formulation230

and significant uncertainties in some parameter values (Section 2).231

MCM model choices Some of the MCM model choices are the things232

that we want to understand, but other choices may also affect the fit to seismic233

observations. In the main text we mention the simplified lithosphere in our234

MCMs, but other pragmatic choices such as the simplified density and chemical235
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parameterisations will certainly also affect the 1D seismic profiles.236

While outside the scope of this study, an improved comparison might take an237

MCM, create synthetic seismic data similar to those used to construct PREM238

and AK135, and repeat the original inversion procedure on that synthetic data.239

3.1.2 3D Long wavelength tomography240

Once the MCM is re-parameterised and filtered using S40RTS [41], we can241

calculate the correlation between the predicted and observed seismic velocities.242

At each radial spline, we compute the spherical harmonic coefficients of degree243

l and order m for the seismic velocities predicted by the geodynamic model244

{alm, blm} as well as the seismic tomography model {clm, dlm}. The correlation245

per spherical harmonic degree at each radial spline (rl) is given by:246

rl =

∑l
m=0 (almclm + blmdlm)√∑l

m=0 (a
2
lm + b2lm)

√∑l
m=0 (c

2
lm + d2lm)

(8)

The total correlation at each radial layer up to degree lmax (rtotlmax
) is then given247

by:248

rtotlmax
=

∑lmax

l=1

∑l
m=0 (almclm + blmdlm)√∑lmax

l=1

∑l
m=0 (a

2
lm + b2lm)

√∑lmax

l=1

∑l
m=0 (c

2
lm + d2lm)

. (9)

Finally, we compute the weighted mean correlation (⟨rlmax
⟩) combining all depth249

splines (zj) [42]250

⟨rlmax⟩ =
∑M

j=1 wjr
t
ltotmax

(zj)∑M
i=1 wj

(10)

where the weighting wj = hj(R − zj)
2 for layer j accounts for the change in251

area with depth, thus depending on the layer depth (zj), layer thickness (hj)252

and the radius of the Earth R.253

3.1.3 Normal mode splitting254

Normal modes are long-period oscillations of the whole Earth and thus only255

sensitive to its long-wavelength structure of the mantle. There are two types of256

modes; spheroidal modes nSl and toroidal modes nTl, that are characterised by257

their radial order n and angular order l. Each mode multiplet consists of 2l+1258

singlets with azimuthal order m, which all have the same resonance frequency259

for a spherically symmetric, isotropic, non-rotating Earth model. These singlets260

have different frequencies, i.e. the degeneracy is removed, in a more realistic261

Earth, an effect known as splitting. The splitting due to Earth’s rotation and262

ellipticity can be calculated, while the additional splitting that is observed is263

related to 3D Earth structure.264

Splitting function coefficients [43] are conveniently used to describe the split-265

ting of a particular normal mode. Using perturbation theory, these are linearly266
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related to perturbations of a reference Earth model:267

cst =

∫ a

0

δmst(r)Ks(r)dr +
∑
d

δhd
stH

d
s (11)

where s and t are the angular order s and azimuthal order t describing lateral268

heterogeneity in the Earth. Ks(r) and Hd
s are the sensitivity kernels associated269

with the perturbations, computed in the anisotropic PREM model [40]. δmst270

are the coefficients for perturbations in shear-wave velocity (VS), compressional-271

wave velocity (VP ) and density (ρ), while δhst refer to perturbations in topog-272

raphy at internal boundaries. These splitting function coefficients are com-273

bined with spherical harmonics to visualise the normal mode splitting, i.e. the274

variations in resonance frequency of the normal mode. The resulting splitting275

function maps represent the radially averaged Earth structure, as sensed by a276

particular normal mode.277

To compute synthetic splitting function maps, we first reparameterise the278

velocity and density structure of the MCM in spherical harmonics for each depth.279

Using Equation 3.1.3, we then compute the splitting function coefficients of each280

mode. Here, we restrict ourselves to two groups of modes with a particular281

sensitivity: high-frequency fundamental spheroidal modes that are primarily282

sensitive to the upper mantle and core-mantle boundary Stoneley modes that283

are sensitive to the CMB [44]. For each group, we analyse 10 different modes:284

fundamental modes 0S21 −0 S30 as upper mantle sensitive modes and CMB285

Stoneley modes 1S10−1S14, 2S15−2S17, 2S25 and 3S26 as lower mantle sensitive286

modes. We use the observations of [45, 44], which are publicly available. Some287

additional examples are given in Figure 4.288

To quantitatively compare the predicted and observed splitting functions, we289

compute both the spectral correlation and the spectral amplitude ratio, both up290

to the maximum spherical harmonic degree of the observation. By evaluating291

both of these, we can directly assess whether the predicted heterogeneity is292

in the right geographic location irrespective of whether the amplitude matches293

(via the correlation). We can separately assess whether the strength of mantle294

heterogeneity is correct, even if the structure is not exactly in the right location295

(via the amplitude ratio).296

3.2 Upper Mantle297

3.2.1 1D Radial Anisotropy298

In order to evaluate the elastic anisotropy at a particular location in the mantle,299

we trace pathlines back in time through the stored history of mantle flow and300

record the local velocity gradient tensor at each time step (back to 100 Ma, or301

when the particle leaves the upper mantle). This extends the approach of [46]302

by incorporating the time-varying history from the mantle circulation model.303

The resulting tensor is then scaled by the fraction of deformation calculated to304

be associated with dislocation creep, following the approach of [47]. We then305
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a) Observation 0S26 − s=10 MCM prediction

b) Observation 2S14 − s=8 MCM prediction

c) Observation 3S26 − s=4 MCM prediction

−27.4 −13.7 0.0 13.7 27.4
Frequency [µHz] 

Figure 4: Further examples of predicted splitting functions based on the MCM,
compared to observations, for a) mode 0S26, b) mode 2S14 and c) mode 3S26.

provide these tensors as boundary conditions to a model of polycrystalline de-306

formation (DRex [48], implemented in PyDRex [49]) which describes how the307

imposed macroscopic strain rate (the symmetric part of the velocity gradient308

tensor) is accommodated by microscopic strain in a collection of (initially ran-309

dom) crystals. We use a 2000-crystal assemblage comprising 70% olivine, 30%310

enstatite and default deformation parameters [48]. This process is computa-311

tionally very expensive, limiting the number of total pathlines we can evaluate.312

We calculate depth profiles between 400 km depth and the surface, with a 25 km313

resolution. These are generated across 162 equal-area sampling points across314
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the globe.315

The result of this process is a set of crystal lattice orientations which can316

be used together with the single crystal elasticity to compute the macroscopic317

elasticity of the mantle at each path endpoint. For non-trivial 3D flow, this318

macroscopic elasticity generally exhibits triclinic symmetry with 21 independent319

elastic constants. For comparison with observation, we reduce this to a radial320

anisotropy by azimuthal averaging of the elasticities, and derive the S-wave321

anisotropic parameter ξ (= (VSH/VSV)
2
) from the resulting wavespeeds.322

3.2.2 Phase velocity323

The description of utilising phase velocity maps to constrain mantle circulation324

models (MCMs) is given in the main text. We expand on a few aspects here.325

We estimate data errors by clustering ray paths that start and end in the326

same 5x5◦ degree bins. The standard deviation of the path measurements within327

each cluster is used if there are more than 20 paths, otherwise the global stan-328

dard deviation is used. Ray path density is also weighted in the inversion, to329

account for the uneven ray density.330

Due to the ill-posed nature of the inverse problem, regularisation is applied331

in the inversions. To determine appropriate amounts of regularisation, we build332

L-curves that show the trade-off between the data misfit and the amount of333

norm-damping applied. Whilst it is common to use the ‘elbow’ of the L-curve,334

this provided maps that were too smooth and lost crucial detail, consequently we335

take the misfit of the model with no regularisation applied, multiply it by 110%,336

and use the corresponding amount of regularisation (Figure SM5). We also337

compute associated error maps by propagating the estimated model errors and338

ray density weighting through the inversion. Model errors provide important339

constraints for assessing the MCM.340

In order to predict phase velocity maps for the MCM, we build 1D profiles341

at every 2 degrees in longitude and latitude. We first carry out a triangular342

interpolation laterally (on the spherical layers of the MCM) onto the lateral343

(longitude-latitude) locations of the tomographic grid nodes (voxels’ center-344

points), followed by a linear interpolation with depth. At each location, we345

define 1D profiles of isotropic Vs and Vp, density, shear attenuation, bulk at-346

tenuation and eta. In the mantle Vs, Vp and density are taken from the MCM,347

whilst shear attenuation, bulk attenuation and eta are set to PREM [40]. The348

core is fixed to PREM and the crust is set to CRUST1.0 [50].349

For completeness and for aiding the interpretation of the results presented350

in the main text, Fig. SM 6 shows the depth sensitivity kernels with respect351

to shear-wave speed for the fundamental mode phase velocity data used in this352

study.353

Then to calculate the quantitative misfit between the real and predicted354

phase velocity maps at each period, we use the following equation:355
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Figure 5: The effects is applying varying level of regularisation in the inversion.
An L-curve is shown for an example phase velocity map at an illustrative period
of 50 seconds. The number of effective parameters is given by the trace of the
resolution matrix, which depends on the regularisation. The red dot shows the
location along the L-curve and associated map using the traditional ‘elbow’ of
the L-curve. The green dot shows the location along the L-curve and preferred
map with the 110% misfit criteria.

χm =

√√√√ 1

N

N∑
i∈lat,lon

|(mMCM
i (ω)−mSeismic

i (ω))|2
σ2
i (ω)

(12)

where w is the frequency/period, N is the total number of locations i, which are356

a function of latitude and longitude, mMCM is the predicted MCM, mSeismic is357

the data-based seismic phase velocity, and σ2 is the uncertainty in the seismic358

phase velocity maps.359

3.3 Surface Wave Tomography360

While the description of the SOLA surface wave tomography method and how361

to use it to constrain mantle circulation models is given in the main text, we362

provide some details on the computation of the misfit here.363

Similar to the procedure explained in the previous section, we start by in-364

terpolating the MCM velocity predictions onto the tomographic grid. This is365

achieved first by using a triangular interpolation laterally (on a spherical shell366

of the MCM grid) to map predicted velocities at the latitudes and longitudes367

of the center points of the tomographic grid voxcells. Then we do a linear in-368

terpolation with depth to map velocity predictions at the depths of the center369

points of the tomographic voxcells.370
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Figure 6: Normalised depth sensitivity kernels of fundamental mode Rayleigh
wave phase velocity with wave periods between ∼ 38 s and ∼ 276 s with respect
to shear wave speed for Earth model PREM.

To compute the misfit we first apply the SOLA resolution matrix R to the371

MCM prediction mMCM, then we compute the misfit χm with the data-based372

tomography model mSOLA, using the equation:373

χm =

√
1∑
Vk

∑
Vk

[(mSOLA)k − (RmMCM)k]2

(σSOLA
m )2k

, (13)

where σSOLA
m are the tomographic uncertainties, k is the model parameter index,374

and Vk is the volume of grid cell k.375
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3.4 Other possible seismic constraints376

We emphasise that we are only presenting a sub-set of possible disparate con-377

straints on this sample test MCM. We here mention some other possible seismic378

constraints and methods of testing and constraining MCM models.379

MCMs can be tested by predicting body wave traveltime residuals for MCMs380

[51]. This can be done for example by ray-tracing (e.g. [52, 53] ) or with more381

sophisticated numerical tools such as SPECFEM3D GLOBE to solve the 3-D382

wave equation [54, 55, 56]. An intermediate form of calculating traveltimes383

in MCMs (in terms of physical accuracy as well as computational effort) would384

be to employ finite-frequency sensitivity kernels (i.e. banana-doughnut kernels)385

[57]; an example of using this method to investigate MCMs is being prepared386

for this special issue, by Freissler et al..387

Schuberth et al., (2009a,b) [51, 58] compared their predicted seismic struc-388

ture with seismic tomography models, where they look at the radial profile of389

root-mean-square amplitudes, histograms of heterogeneity and spectral power390

and investigate the influence of applying the seismic filter. Schuberth et al.391

(2012) [54] took this further and used a spectral element method to simulate392

3-D global wave propagation and compared the statistics of observed travel-393

times with predictions from MCM, highlighting the potential significance of394

finite-frequency effects. Schuberth et al. (2015) [55] studied the dispersion of395

traveltime residuals in MCM derived models caused by diffraction as a function396

of period, observing pronounced dispersion. They discovered that wave-form397

healing is equally important for fast and slow seismic velocity structures in398

MCMs. Schuberth et al., (2021) [56] start directly from the variance of the tem-399

perature variations in the MCM and using wave propagation modelling compare400

the predicted traveltime residuals directly with characteristics of observed ones401

and through this quantify the uncertainties related to anelasticity.402

4 Testing models with dynamic topography and403

geoid observations404

Section 6 of the main manuscript summarises the testing of surface deflections405

and the geoid predicted by the MCM simulation. This section of Supplemental406

Material, first, extends the description of the calculation of surface deflections407

and the geoid using spherical harmonics and the propagator matrix technique.408

Secondly, the description of the methodologies used to assess the fidelity of the409

predictions are expanded from what is given in the main manuscript.410

411

Following [59], surface deflection for each spherical harmonic coefficient, hlm412

is calculated such that413

hlm =
1

ρm − ρw

∫ R

RCMB

Alδρlm(r)dr. (14)

The products of the sensitivity kernel, Al, and density anomalies, δρlm, of spher-414
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ical harmonic degree, l, and order, m, are integrated with respect to radius, r,415

between the core-mantle boundary (CMB), and Earth’s surface. ρm and ρw are416

the mean densities of the surfical layer and overlying fluid, respectively, see e.g.417

[60, 61, 62] and body text of the main manuscript for more details.418

Similarly, the geoid was calculated, such that419

glm =

∫ R

RCMB

Kl(r)δρlm(r)dr, (15)

where Kl is the geoid sensitivity kernel. See [59] for extended methodology.420

421

We expand on the overview of the four approaches used to compare estimates422

of surface deflections discussed in the main manuscript. As discussed in the main423

manuscript perhaps the harshest test is to, first, calculate root-mean-squared424

misfit between predicted surface deflections, hn, and independent estimates, ho
n,425

such that426

χ =

√√√√ 1

N

N∑
n=1

wϕ (hn − ho
n)

2
, (16)

where N = number of estimates of surface deflection being compared. In the427

examples examined in this paper, surface deflection is calculated on a 1 × 1◦428

grid such that N = 65, 341. The prefactor wϕ is included to correct bias in cell429

size with latitude, ϕ, and is proportional to cosϕ.430

431

Secondly, to aid comparisons of surface deflections as a function of scale432

they are converted into the frequency domain using spherical harmonics. The433

degree-correlation spectrum, rl, is calculated using pyshtools v4.10 [63], such434

that435

rl =
Sf1f2√

Sf1f1 · Sf2f2
(17)

where f1 and f2 are the spherical harmonic coefficients of the two estimates of436

surface deflection being compared. They vary as a function of order, m, and437

degree, l; f = fm
l . Sf1f2 is the cross spectrum of the two functions. We note438

that −1 ≤ rl ≤ 1, and we calculate the mean value, rl = 1/L
∑L

l=1 rl, where439

L is total number of degrees. Thirdly, the correlation of the entirety of both440

functions can be estimated following [?], such that441

r =

∑
f∗
1 f2√∑

f∗
1 f1

√∑
f∗
2 f2

, where
∑

=

+l∑
m=−l

, (18)

where ∗ indicates complex conjugation. This metric is not sensitive to the am-442

plitudes of surface deflections.443

444
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Finally, differences in power spectra between between predicted and inde-445

pendent surface deflections are calculated such that446

χp =

√√√√ 1

L

L∑
l=1

(log10Pl − log10P
o
l )

2
+ . . . , (19)

where L is the number of spherical harmonic degrees being considered. Pl =447 ∑
f2
lm is the total power per degree of predicted surface deflections, where448 ∑
=

∑l
m=−l. P

o
l is total power per degree estimated independently, e.g. from449

residual oceanic age-depth measurements or Kaula’s law [64, 65]. It is straight-450

forward to incorporate multiple spectra into this calculation by simple addition451

(see Equation 19). Once power spectra are calculated it is straightforward to452

compare their spectral slopes, which can be used to assess whether broad pat-453

terns of surface deflections are similar even if their amplitudes are not.454

5 Testing models with Geochemistry and Petrol-455

ogy456

5.1 Identifying particles associated with ridges and plumes457

Ridges are defined in the plate motion reconstruction [17]. As these are surface458

features, we project each ridge axis vertically down into the mantle and search459

for particles which are within 75 km from the projected plane, in a depth range460

of 135-300 km. This depth range is chosen so that we interrogate particles which461

are not within the melting zone of the model so that their composition represents462

the time integrated chemistry rather than modern melt, these particles represent463

MORB source material in our MCM.464

For the detection of plumes we apply a K-means clustering algorithm, from465

the sklearn package [66] for Python, to the product of the non-dimensionalised466

temperature and radial velocity fields. The ‘high’ value cluster is deemed to467

be areas of the mantle which are plume-like. We search for plumes at radial468

model layers from 300 – 2500 km depth - the uppermost and lowermost mantle469

are omitted due to the difficulty of distinguishing plumes from ridges and lower470

mantle thermal structures [67]. Individual plumes are identified using a density471

based clustering approach (sklearn.cluster.HDBSCAN), which allows for plume472

tilt, splitting and merging. Plumes which are detected at a depth of 300 km are473

projected vertically upwards so that we can extract particles in a depth range of474

135-300 km, as was done with the ridges. Particle which fall within this volume475

represent OIB source material in our MCM. Code for replicating this process is476

provided at 10.5281/zenodo.13960492.477
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5.2 Testing models against a geochemical inversion of MORB478

and OIB radiogenic isotope data479

We perform a geochemical inversion of the global MORB and OIB dataset.480

1031 MORB samples were compiled from the PetDB database in August 2023481

and 1615 OIB samples were compiled from the GEOROC database in February482

2024. Modeling is performed using the NumPy package [68] for Python. The483

data for six radiogenic isotope ratios (87Sr/86Sr, 143Nd/144Nd, 176Hf/177Hf ,484

and 206,207,208Pb/204Pb) for all the compiled samples are mapped into a 6-485

dimensional boolean array. Elements of this array are set to True if they cor-486

respond to the 6-isotope ratios composition of one or more samples, with a487

resolution of Dataset range / 30 for each ratio, on par with the analytical488

precision of these measurements.489

We run a Monte Carlo routine that calculates model isotope compositions490

for modern basalts through a mantle source evolution model. This model ex-491

plores the parameter space for 16 variables relevant to the timing and magnitude492

of mantle source modification, from a primitive mantle (PM) composition [69]493

(listed in Table 5) at 4.57 Gyr to a basaltic melt at present-day. If model melts494

have an isotope composition corresponding to natural samples (as recorded by495

the boolean map), the values for the 16 model variables are logged. We cal-496

culate the median parameters leading to each natural sample composition (=497

True element of the boolean array). We then calculate the global MORB and498

OIB parameters means weighted by sample density (= number of natural sam-499

ples corresponding to a given boolean array element) and by published plume500

buoyancy for OIB [70].501

The mantle source evolution model used is fully local, with one given set502

of 16 parameters values corresponding to the full evolution history of a PM503

source at 4.57 Gyr to the mantle source of a single modern basalt. Note that504

the Pb concentration of the PM is reduced by 22% at 4.0 Gyr to allow a fit with505

MORB and OIB 206,207,208Pb/204Pb. Each mantle source calculated contains506

two distinct solid components: peridotite and recycled crust, that then melt and507

mix to yield a basalt at present-day. The trace element and isotope composition508

of peridotite is modeled through 2 successive events of PM modification, one at509

time tDM,Per between 4.0 and 2.5 Gyr and one at time tdPer between 2.5 Gyr510

and 0.5 Gyr. In the first event, a mass proportion XDM,Per between 0.0 and 1.0511

of the PM is depleted through modal fractional melting with a melting degree512

FDM,Per between 0.0 and 0.1, before being re-homogenised with the rest of this513

local PM source. The second melt-depletion event affects the whole of this514

re-homogenised source with a modal fractional melting degree FdPer between515

0.0 and 0.1. The combined magnitude of these two peridotite depletion events516

is given by the overall degree of peridotite depletion Fd:517

Fd = XDM,PerFDM,Per + FdPer(1−XDM,PerFDM,Per) (20)

At present-day, this model peridotite melts with a modal fractional melting518

degree FPer between 0.02 and 0.15. This final peridotite melting event is not519

included in Fd and only serves to correct the mass balance of recycled crust520
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in the final melt mixture, as the recycled crust has a higher degree of modal521

fractional melting FRC , fixed at 0.65. Peridotite and recycled crust melt with522

solid/liquid partition coefficients KdPer and KdRC [71] (Table 5).523

Recycled crust (RC) is modelled as a solid mixture between recycled mafic524

crust (MC) and recycled continental sediments. As for the peridotite, the source525

of MC is derived from the PM . For this MC source, a first event of PM mod-526

ification occurs at time tDM,MC between 4.0 and 2.5 Gyr. A mass proportion527

XDM,MC between 0.0 and 1.0 of the PM is depleted through modal fractional528

melting with a melting degree FDM,MC between 0.0 and 0.1, before being re-529

homogenised with the rest of this local PM source. This re-homogenised source530

then melts at time tRC between 2.5 Gyr and 0.5 Gyr with a modal fractional531

melting degree FDM,MC between 0.01 and 0.1. The resulting melt is the MC,532

which then gets altered (also at time tRC) with an extent of alteration fAlt533

between 0.0 and 1.0. This process models the addition of Rb and U to the MC534

by seawater before recycling into the mantle. The elemental budgets BAlt [72]535

corresponding to fAlt are in Table 5. Alteration changes magmatic elemental536

concentrations CMC0 to CMCAlt through the following equation:537

CMCAlt = CMC0 +BAltfAlt (21)

Continental sediments are then added to MC to form RC with a mass propor-538

tion fSed between 0.0 and 0.1. Sediments are derived from a PM source at 4.57539

Gyr that takes the average continental crust (CC) composition of [73] (see Table540

5) at time tCC between 4.0 and 2.5 Gyr. Note than the Th concentration of541

the CC is increased by 20% from the published value to allow a fit with MORB542

and OIB 208Pb/204Pb. The CC source then takes the the global subducting543

sediment (GLOSS) composition of [74] (see Table 5) at time tRC . The recycled544

crust RC (= altered MC + sediments) then gets dehydrated at tRC with an545

extent of dehydration fDhy between 0.0 and 1.0 with the elemental mass loss546

ratios RDhy [75] listed in Table 5. This process models how fluid loss during547

subduction changes RC trace element abundances CRC0 to CRCDhy:548

CRCDhy = CRC0(1−RDhyfDhy) (22)

RC is mixed with peridotite with a mass proportion fRC between 0.00 and549

0.15. fRC results are discussed in the main text, and the detailed results of this550

geochemical model will be discussed in an upcoming publication (Béguelin et551

al., in prep.).552
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Table 5: Reservoir compositions and budgets for the geochemical inversion
Element PM CC GLOSS BAlt RDhy KdPer FdRC

µg/g µg/g µg/g +µg/g mratio Csol/Cliq Csol/Cliq

Rb 0.635 49 57.2 11.65 0.65 0.000321 0.003
Sr 21.1 320 327 0 0.408 0.031 0.0513
Sm 0.444 3.9 5.78 0 0.136 0.055 0.26122
Nd 1.354 20 27 0 0.309 0.03 0.14813
Lu 0.074 0.3 0.413 0 0.0 0.438 2.2911
Hf 0.309 3.7 4.06 0 0.136 0.061 0.2688
U 0.021 1.3 1.68 0.296 0.291 0.005 0.008404
Th 0.085 6.72 6.91 0 0.377 0.003 0.004646
Pb 0.185 11 19.9 0 0.846 0.005 0.04236

In the MCM, the fRC value of a population of particles is calculated from553

the C values of these particles (one fRC value per population using the following554

equation):555

fRC =

(
1
m

∑
C>0.2

i − 0.2
)

0.8

(m
n

)
(23)

Where n is the total number of particles in a population, m is the number of556

these particles with C > 0.2, and C>0.2
i is the C value of an individual particle557

with C > 0.2.558

To assess whether the early compositional heterogeneity of the mantle affects559

the distribution of heterogeneity later on, we run MCMs (not presented here)560

with three very different starting mixtures at 1 Ga, (a) 0% crustal material,561

(b) 10% crustal material (reference case), and (c) 20% crustal material. We562

then calculate the resulting vertical distribution of heterogeneity at present day563

recorded by the plume-ridge difference in recycled crustal material, as is done564

in Section 7a of the main text. The corresponding results of excess crustal565

material in plumes compared to ridges at present day are (a) 1.1% ±0.9%, (b)566

1.1% ±1.2%, and (c) 1.9% ±1.4%. The corresponding value obtained from a567

geochemical inversion of the MORB and OIB radiogenic isotope data that takes568

into account 4.57 Ga of Earth history is an excess of 1.3% (Section 7a). These569

results demonstrate (i) the MCM reaches a steady state in terms of distribution570

of mantle heterogeneity in less than 1 Ga and (ii) is equivalent to an independent571

geochemistry-based estimate. This resulting state at present-day is independent572

of the starting mixture at 1 Ga.573

We note that the inter-plumes standard deviation (quoted in the main text)574

is the variability (or range) of the data, and not the uncertainty of the mean. To575

assess how robust the comparison between the MCM and Monte Carlo petrology576

model is, we compare the ∆fMCM
RC for 8 MCM runs (not presented here) that577

use the same thermal and compositional density parameters. We find a mean578

of ∆fMCM
RC = 1.7% ± 0.9%, meaning this result (i.e. the difference in recycled579

oceanic crust beneath OIB and MORB sources) is reproducible across MCM580
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runs with similar inputs. Expectedly, MCM runs with different thermal and581

compositional density parameters yield different ∆fMCM
RC values across a range582

an order of magnitude larger than our reported uncertainty of ±0.9%. This583

means comparing ∆fMCM
RC to the robust ∆fGeochem

RC value is a useful tool to584

constrain thermal and compositional density input parameters of MCMs. We585

note that other aspects of geochemistry can be expected to differ between a586

model (like the Monte Carlo petrology model above) that relates to Earth’s587

whole temporal evolution, and an MCM which simulates only part of the history588

(e.g. 1 Ga here).589
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