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Abstract	10	

Warm	 periods	 in	 Earth’s	 history	 can	 be	 examined	 to	 help	 understand	 climate	 and	11	

environmental	processes	 in	a	warmer-than-modern	world.	 	The	mid-Pliocene	Warm	Period	12	

(mPWP;	3.264-3.025	Ma)	is	a	recognised	valuable	target	for	environmental	reconstruction	and	13	

modelling	 and	 the	 focus	 of	 many	 previous	 studies.	 However,	 the	 nature	 of	 climate	 and	14	

environmental	variability	on	orbital	timescales	during	the	mPWP	remains		poorly	constrained.		15	

Here,	for	the	first	time,	we	use	climate	model	simulations	to	analyse	mPWP	vegetation	cover	16	

and	how	this	varies	between	four	distinct,	and	particularly	pronounced,	 interglacial	events	17	

during	the	mPWP	(Marine	Isotope	Stages	(MIS)	G17,	K1,	KM3	and	KM5c)).	 	We	also	assess	18	

climate	 feedbacks	 associated	with	 the	 changes	 in	 vegetation.	 	Overall	 global	 annual	mean	19	

surface	 air	 temperatures	 for	 the	 studied	 interglacials	 are	 1.0°C	 –	 1.7°C	 higher	 than	 a	20	

comparable	 Pliocene	 experiment	 that	 uses	 a	 modern	 orbital	 forcing.	 	 Increased	21	

spring/summer	and	 reduced	autumn/winter	 insolation	 in	 the	Northern	Hemisphere	during	22	

MIS	 G17,	 K1	 and	 KM3	 relative	 to	 the	 modern	 orbit	 leads	 to	 increased	 seasonality	 in	23	

temperature	and	precipitation.	24	

	25	

For	 all	 interglacials,	 the	 climate	 variability	 and	 associated	 simulated	 vegetation	 types	 are	26	

primarily	driven	by	the	changed	pattern	of	seasonal	insolation.		Two	of	the	largest	regional	27	

responses	are	seen	in	North	America	and	continental	Eurasia,	where	forests	are	replaced	by	28	

more	open-type	vegetation	(grasslands	and	shrubland)	for	interglacials	with	the	most	extreme	29	

orbital	forcing.		This	trend	is	amplified	through	the	inclusion	of	vegetation	climate	feedbacks,	30	
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leading	to	the	widespread	loss	of	forest	to	a	degree	that	cannot	be	supported	by	available	31	

terrestrial	 palaeobotanical	 records.	 The	 results	 demonstrate	 the	 importance	 of	 examining	32	

model	performance	under	a	range	of	palaeoclimate	conditions	even	within	the	same	broad	33	

time	 interval	 (e.g.	mPWP).	 	We	propose	 that	 further	 investigation	of	 regional	variability	 in	34	

vegetation	 throughout	 the	mPWP	 is	necessary	 to	examine	 the	 validity	of	model	predicted	35	

regional	climate	and	vegetation	responses.	36	

	37	

1. Introduction		38	

The	mid-Pliocene	Warm	Period	(mPWP),	approximately	3.264	to	3.025	million	years	ago,	was	39	

the	 most	 recent	 interval	 in	 Earth	 history	 when	 global	 annual	 mean	 temperatures	 are	40	

considered	to	have	been	higher	than	the	pre-industrial	(Haywood	et	al.	2013a;	Dowsett	et	al.	41	

2012).	A	continually	updated	and	large	palaeoenvironmental	reconstruction	produced	by	the	42	

Pliocene	Research	Investigations	and	Synoptic	Mapping	(PRISM)	project	(e.g.	Dowsett	et	al.	43	

1994),	in	combination	with	additional	proxy	studies	and	modelling	investigations,	has	enabled	44	

the	mPWP	to	become	a	well-studied	warm	interval	in	Earth	history	(Haywood	et	al.	2013a).	45	

Primarily,	 the	 PRISM	 palaeoenvironmental	 reconstruction	 focussed	 on	 sea	 surface	46	

temperatures	 (SST),	 originally	 just	 for	 the	 North	 Atlantic	 (Dowsett	 &	 Poore	 1991)	 before	47	

further	developing	into	a	global	reconstruction	which	includes	vegetation	cover.	Applying	a	48	

time	 slab	 approach	 (Dowsett	 &	 Poore	 1991),	 the	 PRISM	 project	 reconstructed	 average	49	

interglacial	conditions	throughout	the	mPWP	and	found	warming	concentrated	 in	the	high	50	

latitudes,	with	minimal	change	 in	the	tropics	 (Dowsett	&	Poore	1991;	Dowsett	et	al.	1994;	51	

Dowsett	et	al.	1996).		52	

The	PRISM	vegetation	reconstruction	is	based	on	palaeobotanical	data;		it	indicates	a	warmer	53	

and	moister	climate	than	today	(Salzmann	et	al.	2008),	with	the	largest	differences	found	in	54	

the	high	latitudes	related	to	a	pronounced	warming	in	this	region	(Thompson	&	Fleming	1996).	55	

The	warmer	and	wetter	climate,	on	average,	during	the	mPWP	resulted	in	a	northward	shift	56	

of	the	taiga-tundra	boundary	and	a	spread	of	tropical	savannahs	and	woodland	in	Africa	and	57	

Australia	at	the	expense	of	arid	deserts	(Salzmann	et	al.	2008).		58	
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In	 order	 to	 generate	 a	 satisfactory	 distribution	 of	 global	 vegetation	 data,	 the	 PRISM3	59	

vegetation	 reconstruction	 incorporated	 records	 from	 the	 whole	 Piacenzian	 Stage	 of	 the	60	

Pliocene	(~1	million	years	in	duration;	Salzmann	et	al.	2008).	The	majority	of	records	within	61	

the	 reconstruction	 are	 not	 dated	 on	 orbital	 timescales	 and	 could	 potentially	 represent	62	

interglacial	or	glacial	conditions.	However,	where	it	was	possible	to	reconstruct	more	than	one	63	

potential	 biome	 from	 an	 individual	 locality,	 the	 biome	 representing	 the	 warmest	 climate	64	

condition	was	chosen	(Salzmann	et	al.	2008).		65	

Salzmann	et	al.	(2013)	completed	a	terrestrial	data/climate	model	comparison	for	the	mPWP	66	

using	 a	 global	 set	 of	 confidence-assessed,	 proxy-based	 temperature	 estimates	 and	 biome	67	

reconstructions.	 Their	 study	 assesses	 the	 performance	 of	 eight	 climate	 models	 that	68	

participated	in	the	Pliocene	Model	Intercomparison	Project	(PlioMIP).	A	cold	bias	(up	to	10°C)	69	

in	mean	annual	surface	air	temperatures	was	found	in	models	in	the	northern	hemisphere,	70	

particularly	north	of	30°N.	Haywood	et	al.	(2013a)	also	found	that	models	underestimate	the	71	

magnitude	 of	 temperature	 change	 over	 land	 and	 ocean	 in	 the	 northern	 hemisphere	 high	72	

latitudes.	Data-model	mismatches	were	greatest	(up	to	18°C)	in	northern	Russia	and	North	73	

Alaska,	 however,	 the	 reason	 for	 this	 is	 unclear.	 Modelled	 surface	 air	 temperatures	 (SAT)	74	

appeared	to	be	too	high	in	the	tropical	zone,	however,	due	to	limited	proxy	data	availability	75	

over	this	area	this	signal	is	less	robust.			76	

In	published	mPWP	data-model	comparison	(DMCs),	the	~	1million	year	PRISM	reconstruction	77	

has	 been	 compared	 to	 model	 simulation	 that	 represent	 a	 short	 time	 interval,	 therefore	78	

comparing	two	distinct	realisations	of	the	Pliocene	(e.g.	Dowsett	et	al.,	2012,	Salzmann	et	al.,	79	

2013).	This	discrepancy	could	explain	some	part	of	data-model	 inconsistencies	such	as	 the	80	

greater	 degree	of	 higher	 latitude	warming	 seen	 in	 the	PRISM	 reconstruction	 compared	 to	81	

climate	model	results	(Lunt	et	al.	2012;	Haywood	et	al.	2013b).		It	could	also	lead	to	model	82	

agreement	with	 data	wherein	 reality	 this	 is	 not	 justified.	 The	 average	 of	warm	 terrestrial	83	

climate	 signals	 would	 have	 been	 produced	 by	 multiple	 changing	 and	 interacting	 forcing	84	

mechanisms	 (such	 as	 orbital	 forcing	 and	 CO2	 concentration)	 and	 cannot	 be	 considered	 a	85	

reconstruction	of	terrestrial	environmental	conditions	that	existed	at	one	particular	moment	86	

in	time	during	the	mPWP	(Haywood	et	al.	2013b).			87	
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While	 the	 PRISM3	 vegetation	 reconstruction	 is	 for	 the	 whole	 of	 the	 Piacenzian	 Stage,	88	

published	vegetation	 records	are	available	 that	provide	an	 indication	of	 terrestrial	 climate	89	

variability	through	the	mPWP.	For	example,	the	joint	pollen	and	marine	faunal	study	for	Japan,	90	

by	 Heusser	 and	 Morley	 (1996),	 found	 temperatures	 varying	 between	 dry	 and	 humid	91	

conditions	on	top	of	an	overall	drying	and	cooling	trend.	Wu	et	al.	(2011)	also	found	a	general	92	

drying	trend	over	the	interior	of	central	Asia	reconstructed	from	sporopollen	records.		93	

The	Willis	et	al.	(1999)	sequence	from	Pula	Maar	showed	significant	fluctuations	in	vegetation	94	

between	boreal	and	temperate	forest,	as	well	as	dust	data,	thought	to	directly	reflect	changes	95	

in	continental	aridity	and	vegetation.	Cyclic	fluctuations	between	dry	and	humid	periods	were	96	

found	in	sediments	dated	3.7	to	1.7	Ma	in	North	West	Africa	that	can	be	tied	to	distinct	marine	97	

isotope	stages	(Leroy	&	Dupont	1994).	The	vegetation	record	from	the	James	Bay	Lowland	in	98	

Canada	 fluctuates	 between	deciduous	 and	boreal	 forests	 in	 time	with	 the	 benthic	 oxygen	99	

isotope	records	(Gao	et	al.	2012a).	Tarasov	et	al.	(2013)	derived	biome	reconstructions	based	100	

on	 pollen	 results	 from	 Lake	 El’gygytgyn	 in	 north-east	 Russia	 and	 found	 millennial-scale	101	

vegetation	 changes	 in	 the	 region	 that	 corresponded	well	 with	 alternating	 cool	 and	warm	102	

marine	isotope	stages	during	the	mPWP.	The	record	from	Lake	Baikal	in	south-central	Siberia	103	

found	 short	 term	 intervals	 of	 climate	 deterioration	 controlling	 forest	 development	 and	104	

advances	 open	 vegetation	 that	 overlay	 long	 term	 trends	 of	 cooling	 during	 the	 Pliocene	105	

(Demske	et	al.	2002).	106	

While	mPWP	climate	 conditions	 are	 stable	 relative	 to	 the	 glacial	 cycles	 of	 the	Pleistocene	107	

epoch	 (2.6	million	 to	 11,700	 years	 ago),	 variability	 in	 the	 benthic	 oxygen	 isotope	 stack	 of	108	

Lisiecki	and	Raymo	(2005;	LR04)	over	the	mPWP	suggests	that	the	impact	of	orbital	forcing	on	109	

the	 climate	 remained	 substantial.	 	 	 For	 the	 purpose	 of	 this	 paper	 we	 define	 a	 Pliocene	110	

interglacial	 as	 any	 isotope	 excursion	which	 results	 in	more	 negative	 δ18O	 (benthic	 oxygen	111	

isotope)	values	than	the	Holocene	average.	A	previous	climate	modelling	study	by	Prescott	et	112	

al.	 (2014)	assessed	the	nature	of	climate	variability	around	two	 interglacial	events	 (Marine	113	

Isotope	Stage	(MIS)	K1	and	MIS	KM5c)	in	the	mPWP,	which	had	different	characteristics	of	114	

orbital	forcing.		Prescott	et	al.	(2014)	demonstrated	that	orbitally-forced	changes	in	surface	115	

air	 temperature	 during	 these	 interglacial	 events	 were	 substantial	 and	 therefore	 could	116	

contribute	 to	 uncertainties	 in	 the	 validity	 of	 terrestrial	 data/model	 comparison.	 However,	117	
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Prescott	 et	 al.	 (2014)	 did	not	 incorporate	 additional	 feedbacks	 associated	with	 changes	 in	118	

orbital	forcing	(such	as	ice-sheet	evolution	and	vegetation	change)	and	therefore	could	have	119	

under	or	overestimated	the	difference	in	climate	between	these	interglacial	events.	120	

Here	 we	 continue	 to	 investigate	 interglacial	 climate	 variability	 within	 the	mPWP	 through	121	

examining	the	four	most	negative	benthic	oxygen	isotope	excursions.	These	are	MIS	G17,	K1,	122	

KM3	and	KM5c	(Fig.	1)	as	seen	in	the	LR04	benthic	oxygen	isotope	stack	(Lisiecki	&	Raymo	123	

2005).These	 ‘super-interglacial’	 events	 (Raymo	 et	 al.,	 2009)	 have	 been	 targeted	 by	 the	124	

PLIOMAX		(Pliocene	Maximum	Sea	Level)	project	in	a	multidisciplinary	approach	to	investigate	125	

Pliocene	sea	level	high	stands.		126	

In	this	study	we	analyse	and	compare	the	effect	of	orbital	forcing	on	terrestrial	climate	and	127	

vegetation	 during	 these	 four	 super-interglacial	 events	 within	 the	 mPWP.	 Changes	 in	128	

vegetation	are	important	as	they	can	impact	the	physical	properties	of	the	land	surface	(e.g.	129	

surface	albedo,	surface	roughness)	and	influence	the	absorption	of	energy	through	changing	130	

albedo,	as	well	as	the	alteration	of	energy	splitting	between	sensible	and	latent	heat	(Foley	et	131	

al.	2000;	Brovkin	et	al.	2002).	Vegetation	taken	as	a	prescribed	‘boundary	condition’	does	not	132	

account	 for	vegetation	changes	due	to	climate	and	the	resultant	 feedback	on	climate.	The	133	

addition	of	vegetation	climate	 feedbacks	 in	 response	 to	orbital	 forcing	may	be	particularly	134	

important	in	the	high	latitudes	where	data	model	disagreement	has	been	noted	(Salzmann	et	135	

al.,	2013).	136	

	137	

Here	we	use	 a	 general	 circulation	model	 (GCM)	with	 a	 dynamic	 vegetation	 component	 to	138	

address	the	following	questions:	139	

1. What	 is	 the	 impact	 of	 orbital	 forcing	 on	 biome	 predictions	 for	 the	 four	 largest	140	

interglacial	events	in	the	mPWP	and	how	do	they	vary	from	each	other?		141	

2. How	does	the	addition	of	dynamic	vegetation	alter	the	distribution	of	plant	functional	142	

types,	the	biome	reconstruction	and	the	climatological	response	to	orbital	forcing?	143	

3. How	do	model	simulations	compare	with	high	resolution	vegetation	data	reconstructed	144	

at	each	interglacial?	Can	the	model	reproduce	the	variation	in	vegetation	seen	in	the	145	

proxy	data?	146	



6	
	

	147	

2.	Methods	148	

2.1	Model	description		149	

In	this	study	we	use	the	general	circulation	model	HadCM3	coupled	with	either	the	dynamic	150	

vegetation	 model	 Top-down	 Representation	 of	 Interactive	 Foliage	 and	 Flora	 Including	151	

Dynamics	 (TRIFFID)	 or	 with	 a	 prescribed	 vegetation	 scheme.	 Therefore,	 in	 this	 study	 two	152	

versions	of	the	Met	Office	Surface	Exchanges	Scheme	(MOSES)	are	used.		Simulations	with	the	153	

dynamic	vegetation	model	use	the	MOSES2.1	land	surface	scheme,	and	those	with	prescribed	154	

vegetation	use	MOSES1	in	order	to	remain	consistent	with	previous	studies	(e.g.	Bragg	et	al.,	155	

2012;	Prescott	et	al.	2014).		156	

We	 also	 use	 the	 BIOME4	 model,	 which	 is	 an	 offline	 coupled	 biogeography	 and	157	

biogeochemistry	model	that	simulates	natural	vegetation	types	(biomes)	driven	by	HadCM3	158	

climatology.	 	This	allows	us	to	compare	predicted	biomes	for	all	simulations	directly	to	the	159	

Salzmann	et	al	(2008)	vegetation	reconstruction	(PRISM3	vegetation	reconstruction).		160	

2.1.1	HadCM3	161	

A	comprehensive	description	of	the	UK	Met	Office	Hadley	Centre	Coupled	Model	Version	3	162	

(HadCM3)	used	in	this	study	is	available	in	Gordon	et	al.	(2000)	and	Cox	et	al.	(1999).		HadCM3	163	

has	 been	 widely	 used	 for	 palaeoclimate	 modelling,	 with	 simulations	 of	 the	 Last-Glacial	164	

Maximum	and	Mid-Holocene	climates	as	well	as	the	mPWP	(Braconnot	et	al.	2007)	and	deeper	165	

time.	HadCM3	is	a	dynamically	and	thermodynamically	coupled	atmosphere,	ocean	and	sea	166	

ice	model.	The	resolution	of	 the	atmosphere	component	 is	2.5	degrees	 in	 latitude	by	3.75	167	

degrees	in	longitude	which	translates	to	a	grid	spacing	of	278	km	by	417	km	at	the	equator.	168	

The	 atmosphere	 model	 is	 composed	 of	 19	 layers	 with	 a	 time	 step	 of	 30	 minutes.	 The	169	

representation	 of	 evaporation	 includes	 the	 dependence	 of	 stomatal	 resistance	 on	170	

temperature,	 vapour	 pressure	 and	 CO2	 concentration.	 The	 ocean	 model	 has	 a	 spatial	171	

resolution	of	1.25	by	1.25	degrees	with	20	layers.	The	sea	ice	model	contains	parameterisation	172	

of	ice	drift	and	leads	(Cattle	et	al.	1995)	with	a	simple	thermodynamic	scheme.		173	

2.1.2	MOSES	Land	surface	scheme	174	
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The	 simulations	 included	 in	 this	 study	use	 two	different	 version	of	 the	Met	Office	Surface	175	

Exchange	 Scheme	 (MOSES;	 versions	 1	 and	 2.1),	 a	 land	 surface	 scheme	 that	 calculates	176	

exchanges	 of	 heat,	 moisture,	 momentum	 and	 CO2	 between	 the	 surface	 and	 atmosphere	177	

(Essery	et	al.	2003).	 	While	there	are	other,	 less	significant	enhancements,	MOSES1	mainly	178	

differs	 from	MOSES2.1	 by	 using	 effective	 parameters	 to	 calculate	 a	 single	 surface	 energy	179	

balance	for	each	grid	box,	while	MOSES	2.1	includes	a	tile	model	(Essery	et	al.	2003;	Best	et	180	

al.	 2006).	 In	MOSES2.1,	 the	 grid	 boxes	 which	 were	 previously	 treated	 as	 whole	 are	 now	181	

characterised	as	mosaics	of	distinct	surface	types.	Separate	surface	temperatures,	shortwave	182	

and	 longwave	 radiative	 fluxes,	 sensible	 and	 latent	heat	 fluxes,	 ground	heat	 fluxes,	 canopy	183	

moisture	contents,	snow	masses	and	snow	melt	rates	are	computed	for	each	surface	type	or	184	

tile	in	a	grid	box.	The	different	surface	types	recognised	are	broadleaf	and	needle	leaf	trees,	185	

C3	 and	 C4	 grasses,	 shrub,	 inland	water,	 bare	 soil	 and	 ice.	 A	 grid	 box	 can	 be	made	 of	 any	186	

combination	of	surface	types	apart	from	those	classified	as	land-ice.	The	fractions	of	surface	187	

types	within	each	grid	box	are	modelled	by	TRIFFID	(Falloon	et	al.	2011).	188	

2.1.3	TRIFFID	vegetation	model	189	

The	 dynamic	 global	 vegetation	 model	 (DGVM)	 TRIFFID	 computes	 the	 structure	 and	190	

distribution	of	six	plant	functional	types	(broadleaf	tree,	needle	leaf	tree,	C3	grass,	C4	grass,	191	

shrub	and	bare	soil).	The	areal	coverage,	leaf	index	and	canopy	height	of	each	plant	type	is	192	

updated	using	a	carbon	balance	approach	where	vegetation	change	is	directed	by	net	carbon	193	

fluxes	calculated	within	the	MOSES	2.1	land	surface	scheme	(Cox	2001).	The	carbon	fluxes	are	194	

derived	using	the	coupled	photosynthesis-stomatal	conductance	model	developed	by	Cox	et	195	

al.	(1998)	that	utilises	existing	models	of	leaf-level	photosynthesis	in	C3	and	C4	plants	(Collatz	196	

et	al.	1991;	Collatz	et	al.	1992).	Climate	and	CO2	drive	the	resulting	rates	of	photosynthesis	197	

and	plant	respiration.	Each	plant	functional	type	(PFT)	is	updated	over	a	grid	box	(normally	198	

every	10	model	days)	based	on	competition	from	other	plant	types,	modelled	using	the	Lotka-199	

Volterra	approach	and	the	net	carbon	available.	Soil	carbon	is	increased	by	litter	fall	and	is	200	

returned	to	the	atmosphere	by	microbial	respiration	at	a	rate	based	on	temperature	and	soil	201	

moisture	(Cox	2001).			202	

TRIFFID	 can	 be	 run	 in	 equilibrium	 and	 dynamic	 mode.	 The	 equilibrium	 mode	 is	 coupled	203	

asynchronously	 to	 the	atmosphere	model,	with	accumulated	carbon	 fluxes	passing	 though	204	
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MOSES2	 (Cox	 2001).	 Using	 the	 equilibrium	 method	 has	 been	 shown	 to	 be	 successful	 in	205	

producing	equilibrium	states	for	the	slowest	variables	in	the	model	(for	example,	soil	carbon	206	

and	forest	cover)	by	offline	tests.	This	is	often	followed	by	carrying	out	a	dynamic	run	in	order	207	

to	 allow	 faster	 varying	 components	 (such	 as	 grasses)	 to	 reach	equilibrium	with	 seasonally	208	

varying	climate	(Cox	2001).	The	modes	used	in	this	study	are	detailed	in	the	methodology	of	209	

this	paper.	210	

2.1.4	BIOME4	211	

BIOME4	 is	 a	 coupled	 carbon	 and	 water	 flux	 model	 that	 predicts	 vegetation	 distribution,	212	

structure	and	biogeochemistry,	and	accounts	for	interactions	among	these	(Kaplan	2003).	The	213	

model	 is	 driven	 by	 long	 term	 averages	 of	 monthly	 mean	 temperature,	 sunshine	 and	214	

precipitation.	The	model	also	 requires	 information	on	soil	 texture	and	depth	 to	determine	215	

water	holding	capacity	and	percolation	rates.	There	are	twelve	plant	functional	types	(PFTs)	216	

each	with	a	small	number	of	bioclimatic	limits	in	order	to	determine	whether	or	not	it	could	217	

be	present	in	each	grid	cell.	The	seasonal	maximum	leaf	area	index	(LAI)	that	maximises	net	218	

primary	production	(NPP)	for	each	PFT	is	calculated	based	on	a	daily	time	step	simulation	of	219	

soil	 water	 balance	 and	 monthly	 processes	 based	 calculations	 of	 canopy	 conductance,	220	

photosynthesis,	respiration	and	phenological	state	(Kaplan	2003;	Haxeltine	&	Prentice	1996).	221	

The	PFT	with	the	highest	NPP	is	selected	as	the	dominant	plant	type.	In	order	for	the	biome	222	

to	be	identified,	the	PFTs	are	ranked	according	to	a	set	of	rules	based	on	the	computational	223	

biogeochemical	variables,	 including	NPP,	LAI	and	mean	annual	soil	moisture	(Kaplan	2003).	224	

This	ranking	in	each	grid	cell	controls	the	selection	of	one	of	twenty	seven	biomes.	225	

2.2	Boundary	conditions	and	experimental	design	226	

In	 this	 paper	 we	 present	 results	 from	 ten	 climate	 model	 simulations	 (Table	 1).	 Four	227	

experiments	were	run	with	HadCM3	based	on	experimental	designs	from	the	PlioMIP	project	228	

(Haywood	et	al.	2010;	Bragg	et	al.	2012)	using	PRISM3D	boundary	conditions	(Dowsett	et	al.	229	

2010)	and	the	MOSES	1	land	surface	scheme	with	prescribed	vegetation	from	Salzmann	et	al.	230	

(2008).		While	the	PlioMIP	project	used	modern	orbit,	here	we	have	performed	simulations	231	

for	MIS	G17,	K1,	KM3	and	KM5c	interglacials	using	orbital	parameters	derived	from	the	Laskar	232	

et	 al.	 (2004)	 astronomical	 solution.	 For	 these	 interglacials	 the	 specific	 orbit	 used	 in	 the	233	
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simulations	 represent	 the	 peak	 of	 the	 interglacial	 according	 to	 the	 LR04	 benthic	 oxygen	234	

isotope	stack.		An	additional	four	experiments	were	run	with	the	same	set	up	but	this	time	in	235	

conjunction	with	 the	 dynamic	 vegetation	model	 TRIFFID	 and	 the	MOSES	 2.1	 land	 surface	236	

scheme.	All	eight	experiments	were	run	for	five	hundred	years	with	the	final	100	years	used	237	

to	calculate	the	required	climatological	averages.	Table	1	details	the	simulations	included	in	238	

this	study.		239	

The	experiments	using	TRIFFID	were	run	using	equilibrium	mode	(where	TRIFFID	is	coupled	to	240	

the	 atmospheric	model,	with	 accumulated	 carbon	 fluxes	 passing	 through	MOSES	 2.1	 (Cox	241	

2001)	for	the	first	50	years	and	subsequently	run	in	dynamic	mode	for	the	remainder	of	the	242	

simulation	(450	years)).		All	simulations	were	subsequently	run	through	BIOME4	in	order	to	243	

compare	biome	types	between	those	run	with	prescribed	vegetation	and	those	with	dynamic	244	

vegetation.		245	

When	 running	 BIOME4	 a	 standard	 anomaly	 method	 was	 used,	 this	 subtracts	 the	 control	246	

climate	simulation	from	the	palaeo	simulation	and	adds	the	resulting	‘anomaly’	to	the	present	247	

day	 baseline	 climatology.	 This	 approach	 compensates	 for	 first	 order	 bias	 in	 the	 HadCM3	248	

control	simulations	(Kaplan	2003).	Due	to	the	lack	of	sufficient	observational	data	this	method	249	

could	 not	 be	 employed	over	Antarctica,	 the	 resulting	 biome	predictions	 in	 this	 region	 are	250	

generated	using	absolute	climatological	values	from	HadCM3	rather	than	using	an	anomaly	251	

method.	252	

Haywood	et	al.	(2013b)	show	that	the	peak	of	MIS	KM5c	is	characterised	by	a	near	modern	253	

orbital	 forcing	within	 a	 period	 of	 low	 eccentricity	 and	 low	 precession	 (Laskar	 et	 al.	 2004;	254	

Prescott	et	al.	2014).		In	this	study	therefore,	when	examining	changes	in	the	climatology	in	255	

the	simulations	of	the	four	interglacials,	KM5c	is	considered	as	the	control	climate	experiment.		256	

	257	

3.	Results	–	Climatological	response	to	orbital	forcing	258	

3.1	Pliocene	interglacial	climate	differences	259	

We	have	simulated	four	interglacials	within	the	mPWP	using	prescribed	(HadCM3	MOSES1)	260	

and	dynamic	vegetation	models	(HadCM3	MOSES2.1	coupled	with	TRIFFID).		All	interglacials	261	
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using	 both	 versions	 of	 the	model	 are	warmer	 than	 the	 pre-industrial	 control	 experiments	262	

(range	of	18.05°C	to	19.45°C	global	annual	mean	temperatures).		Our	experiments	for	KM5c	263	

are	similar	 to	previous	mPWP	climate	simulations	 that	have	modern	orbit	 (in	 terms	of	 the	264	

large-scale	features	of	temperature	and	precipitation	change;	Haywood	et	al.	2013a),	due	to	265	

the	near	modern	orbital	configuration	during	MIS	KM5c	(3.205	Ma).		The	other	interglacials	266	

are	between	0.5°C	and	0.7°C	warmer	as	a	global	annual	mean	average	 than	KM5c	 for	 the	267	

prescribed	 vegetation	 experiments	 and	 between	 0.5°C	 and	 0.6°C	warmer	 for	 the	 dynamic	268	

vegetation	experiments	(Table	1).		Global	annual	mean	total	precipitation	rate	increases	are	269	

between	 0.036mm/day	 and	 0.049mm/day	 for	 prescribed	 and	 0.011mm/day	 and	270	

0.033mm/day	 for	 dynamic	 vegetation	 experiments	 (Table	 1).	 	 Experiments	 incorporating	271	

dynamic	vegetation	are	on	average	0.725°C	warmer,	as	a	global	annual	mean	average,	than	272	

those	using	prescribed,	which	may	be	attributable	to	either	general	differences	in	the	model	273	

or	 the	 feedbacks	 on	 climate	 associated	 with	 the	 implementation	 of	 dynamic	 vegetation.		274	

Broadly	all	 regional	patterns	of	 temperature	and	precipitation	change	are	enhanced	 in	the	275	

MOSES2	experiments	relative	to	MOSES1	for	each	of	the	studied	interglacials.		The	detailed	276	

climate	response	associated	with	each	interglacial	will	be	described	alongside	the	vegetation	277	

(biome	and	PFT)	predictions	below.	278	

3.1	MOSES1	prescribed	vegetation	experiments		279	

The	large-scale	features	of	surface	temperature	change	and	precipitation	(relative	to	the	pre-280	

industrial	experiment)	are	seen	in	all	of	the	four	experiments	(Figs.	2d	and	2h),	however	the	281	

degree	of	change	in	Plio-G17Prescribed,	Plio-K1Prescribed,	Plio-KM3Prescribed	is	intensified	(Fig.	2a-c,	282	

2e-g).	 	 The	 dominant	 features	 include	 progressive	 warming	 in	 the	 high	 latitudes	 of	 both	283	

hemispheres,	a	greater	degree	of	surface	warming	over	the	land	versus	the	oceans,	cooling	284	

over	tropical	Africa	and	India,	related	to	increases	in	precipitation	and	associated	evaporative	285	

cooling,	and	an	enhanced	di-pole	pattern	 in	 the	North	Atlantic	 (related	 to	a	change	 in	 the	286	

mode	of	sinking/deep-water	formation,	which	has	been	observed	previously	using	this	version	287	

of	the	model	(see	Prescott	et	al.,	2014)).	288	

A	key	difference	between	experiments	Plio-G17Prescribed,	Plio-K1Prescribed,	Plio-KM3Prescribed	and	289	

Plio-KM5cPrescribed	 is	 the	generally	 reduced	 seasonal	 range	of	 temperatures	 in	 the	Southern	290	

Hemisphere	versus	the	increased	seasonal	range	of	temperatures	in	the	Northern	Hemisphere	291	
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(particularly	over	land).		This	is	understandable	based	on	the	changes	in	orbital	forcing	shown	292	

in	Figure	1	(b-e).	293	

The	four	interglacial	experiments	(Plio-G17Prescribed,	Plio-K1Prescribed,	Plio-KM3Prescribed	and	Plio-294	

KM5cPrescribed)	 with	 prescribed	 vegetation	 were	 run	 through	 the	 offline	 vegetation	 model	295	

BIOME4	to	classify	them	into	different	biomes	for	comparison	purposes.	Figure	3a	shows	the	296	

PRISM3	vegetation	reconstruction	from	Salzmann	et	al.	(2008)	for	reference.		As	the	PRISM3	297	

vegetation	reconstruction	is	prescribed	in	the	model,	the	subsequent	biome	reconstructions	298	

are	 in	 some	 respects	 constrained	 to	 the	 PRISM3	 dataset.	 	 Any	 differences	 are	 due	 to	299	

inconsistencies	 between	 the	 simulated	 Pliocene	 climate	 and	 the	 original	 vegetation	300	

reconstruction	 (PRISM3)	 or	 are	 a	 function	 of	 the	 climate	 response	 to	 the	 orbital	 forcing	301	

imposed.		302	

There	 are	 regional	 differences	 in	 biome	 distribution	 when	 compared	 to	 the	 PRISM3	303	

reconstruction.	In	all	four	interglacial	peaks	South	Africa	is	dominated	by	shrubland	and	desert	304	

instead	of	forest	and	woodland	in	the	PRISM3	reconstruction.	All	interglacials	show	a	larger	305	

expanse	of	grassland	in	North	America	and	Asia,	as	well	as	enhanced	desert	over	Australia	and	306	

a	 loss	 of	 trees	 to	 shrubland	 in	 South	 America.	 Plio-KM5cPrescribed	 predicts	 the	most	 similar	307	

biome	 reconstruction	 to	 PRISM3.	 	 This	 is	 to	 be	 expected	 as	 this	 interglacial	 has	 the	 least	308	

difference	from	modern	orbital	conditions	(Haywood	et	al.	2013b;	Prescott	et	al.,	2014).	309	

	310	

3.2	MOSES2.1	Dynamic	vegetation	experiments	311	

In	 order	 to	 understand	 how	 the	 addition	 of	 dynamic	 vegetation	 can	 impact	 the	 climate	312	

response	to	orbital	forcing,	as	well	as	to	further	understand	the	changes	seen	in	vegetation	313	

distribution,	we	 investigate	annual	and	seasonal	SAT	and	precipitation	changes	 in	 the	 four		314	

interglacials	(Fig.	4)	alongside	the	changes	in	the	simulated	vegetation	(Fig.	5	and	3f-3i).			315	

The	annual	SAT	differences	(the	interglacials	minus	the	Plio-KM5cDynamic	control)	show	a	similar	316	

pattern	to	the	Plio-KM5cDynamic	minus	Pre-IndDynamic	(Fig.	4d)	but	with	a	greater	magnitude	of	317	

change.	Interglacials	Plio-G17Dynamic	and	Plio-KM3Dynamic	present	greater	high	latitude	warming	318	

compared	 to	 Plio-KM5cDynamic	 than	 Plio-K1Dynamic.	 For	 Plio-G17Dynamic	 warming	 of	 2°C	 is	319	
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predicted,	and	in	Plio-KM3Dynamic	warming	reaches	3.5°C	at	the	high	latitudes	(60°N	–	90°N)	320	

relative	to	the	Plio-KM5cDynamic	control	experiment.	Patterns	of	temperature	change	such	as	321	

warming	 in	the	high	 latitudes	and	tropical	cooling	are	seen	in	all	of	the	 interglacials	(when	322	

differenced	 to	 Plio-KM5cDynamic)	 and	 are	 generally	 consistent	 with	 the	 simulations	 using	323	

prescribed	vegetation	(Fig.	2).			324	

TRIFFID’s	 predictions	 of	 PFTs	 are	 described	 in	 order	 to	 better	 understand	 the	 differences	325	

between	the	interglacials	due	to	orbital	changes	and	dynamic	vegetation	feedbacks	(Fig	5).	326	

Here	we	discuss	the	results	in	relation	to	how	they	are	different	to	the	Plio-KM5cDynamic	control	327	

broken	down	into	different	regional	responses.		328	

Africa	329	

In	 Plio-KM5cDynamic	 there	 is	 80-90%	broadleaf	 forest	 over	 southern	 and	 central	 Africa	with	330	

100%	bare	soil	(desert)	in	North	Africa,	Arabia	and	the	west	coast	of	southern	Africa.	The	forest	331	

and	bare	soil	are	separated	by	a	thin	band	of	grassland	at	approximately	15°N.			332	

Plio-K1Dynamic	and	Plio-KM3Dynamic	show	80	–	90%	increase	of	broadleaf	trees	across	southern	333	

North	Africa.	This	replaces	bare	soil	and	the	grasses	therefore	pushing	the	boundary	between	334	

forest	 and	 grassland	 northwards.	 Plio-G17Dynamic	 shows	 this	 same	 pattern	 but	 broadleaf	335	

increase	 is	 over	 a	 much	 smaller	 area	 and	 is	 less	 intense.	 In	 the	 Plio-K1Dynamic	 interglacial	336	

Southern	 Africa	 shows	 a	 loss	 of	 80-100%	 broadleaf	 to	 bare	 soil	 and	 grassland,	 with	 Plio-337	

KM3Dynamic	showing	a	slight	loss	of	broadleaf	and	the	occurrence	of	grasses.		338	

North	America	339	

Plio-KM5cDynamic	has	a	mixed	forest	of	broadleaf	and	needle	leaf	trees	in	North	America	with	340	

the	highest	percentage	of	broadleaf	trees	predominately	focussed	in	the	northern	continental	341	

interior	 and	 South	 East	 America	 and	Mexico.	 The	 rest	 of	 America,	 Canada	 and	Greenland	342	

(outside	of	the	ice	sheet)	is	dominated	by	needle	leaf	trees.		343	

Plio-G17Dynamic,	Plio-K1Dynamic	and	Plio-KM3Dynamic	 share	similar	spatial	changes	 in	vegetation	344	

over	North	America.	They	show	30–50%	more	broadleaf	trees	over	Canada	and	Alaska	and	a	345	

reduction	of	the	same	PFT	of	30-40%	in	Central	and	Eastern	America	in	comparison	to	Plio-346	

KM5cDynamic.	This	increase	of	broadleaf	is	associated	with	a	decrease	of	needle	leaf	trees	over	347	
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the	same	areas.	There	are	also	areas	of	increasing	shrub	(up	to	60%)	to	the	west	of	America	348	

replacing	needle	leaf	trees.	349	

South	America	350	

There	is	forest	of	up	to	90%	broadleaf	trees	over	most	of	South	America	in	the	Plio-KM5cDynamic	351	

control	simulation.	Over	the	remaining	areas,	predominantly	the	interior	of	Northern	Brazil,	352	

there	are	areas	of	85%	grassland	and	along	the	east	coast	of	Brazil,	100%	bare	soil.	Chile	and	353	

southern	Argentina	are	dominated	by	needle	leaf	trees.	354	

Over	South	America,	the	differences	in	PFTs	compared	to	Plio-KM5cDynamic	seen	in	interglacial	355	

peaks	Plio-G17Dynamic,	Plio-K1Dynamic	and	Plio-KM3Dynamic	are	minor.	However,	over	Brazil,	Plio-356	

G17Dynamic	 and	 Plio-KM3Dynamic	 show	 increases	 in	 broadleaf	 trees	 (between	 20%	 and	 60%),	357	

whereas	Plio-K1Dynamic	shows	a	decrease	of	up	to	60%	over	the	southern	East	coast	of	Brazil.	358	

Eurasia	359	

Plio-KM5cDynamic	shows	Eurasia	largely	covered	in	forest,	including	70%	broadleaf	forest	over	360	

Spain	and	southwestern	Europe.	Central	Siberia	and	areas	of	southern	Asia	(e.g.	South	China	361	

and	 Indonesia)	have	broadleaf	 forest	concentrations	reaching	95%.	The	remaining	areas	of	362	

Northern	Eurasia	have	50	-	75%	of	needle	leaf	trees.	Grassland	can	be	seen	in	India	and	in	363	

central	 Asia	 south	 of	 the	 simulated	 forest	 line.	 There	 are	 shrubs	 found	 in	 small	 areas	364	

throughout	Asia,	particularly	in	the	north-eastern	region.	365	

All	 three	 interglacials	 exhibit	 localised	 increases	 in	 broadleaf	 trees	 in	 northern	 Eurasia,	366	

however,	the	dominant	response	is	up	to	60%	decline	in	needle	leaf	trees	that	are	replaced	367	

by	grasses	(20%	increase)	and	shrubs	(up	to	60%	increase).	The	largest	difference	in	PFTs	for	368	

the	interglacials	is	in	the	Northern	region	of	India	where	there	is	a	100%	reduction	in	bare	soil,	369	

replaced	by	grassland	and	broadleaf	trees.		370	

Australia	371	

Australia	in	the	Plio-KM5cDynamic	control	experiment	includes	large	areas	of	broadleaf	forest	to	372	

the	north	and	east	of	the	country,	grassland	through	the	centre,	surrounded	by	shrubland	and	373	

bare	soil	in	the	south	east.	374	
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Plio-G17Dynamic,	Plio-K1Dynamic	and	Plio-KM3Dynamic	all	predict	a	reduction	in	grassland	in	central	375	

Australia	which	is	replaced	with	broadleaf	forest	to	the	north	and	shrub	to	the	south.	There	is	376	

also	a	shared	pattern	of	associated	with	a	60%	increase	shrub	in	southern	Australia	replacing	377	

bare	soil.	Plio-K1Dynamic	has	a	slightly	more	pronounced	pattern	of	change,	comprising	a	60%	378	

reduction	in	broadleaf	forest	along	the	north	east	coastline	with	grassland	growing	instead.	379	

Antarctica	380	

Plio-KM5cDynamic	 and	 Plio-G17Dynamic	 predict	mainly	 shrub	 and	 grassland	 over	 non-glaciated	381	

regions	 of	 Antarctica	 with	 small	 areas	 of	 bare	 soil.	 The	 largest	 changes	 predicted	 over	382	

Antarctica	are	within	the	Plio-K1Dynamic	interglacial.	Experiment	Plio-K1Dynamic	suggests	that	all	383	

grasses	 and	 shrubs	 on	 the	 Antarctic	 margins	 are	 replaced	 by	 bare	 soil.	 Experiment	 Plio-384	

KM3Dynamic	has	a	similar	predicted	vegetation	distribution	with	a	smaller	area	of	increased	bare	385	

soil	and	grassland.	386	

The	addition	of	dynamic	vegetation	does	not	impact	the	climate	response	in	a	simple,	uniform	387	

way.	There	are	some	areas	where	adding	vegetation	causes	positive	feedbacks,	for	example,	388	

increases	the	temperature	signal	(be	that,	positive	or	negative)	and	also	examples	of	negative	389	

feedbacks	where	 this	 signal	 is	 reduced	with	 the	 addition	 of	 dynamic	 vegetation.	 There	 is	390	

enhanced	warming	over	central	South	America	(5°C	anomaly	in	Plio-K1Dynamic)	and	southern	391	

Africa	(up	to	10°C	anomaly	in	Plio-K1Dynamic)	compared	to	the	Plio-KM5cDynamic	control.		This	is	392	

due	to	feedbacks	through	partial	replacement	of	forest	with	grasses	in	South	America,	and	393	

with	 grasses,	 shrubs	 and	bare	 soil	 in	 southern	Africa.	 The	occurrence	of	more	open	 types	394	

vegetation	(in	Africa	and	South	America;	Fig.	5)	is	caused	by	the	orbitally	forced	warming	in	395	

these	areas	(in	Plio-K1Prescribed;	Fig.	2b)	and	enhanced	by	decreases	in	evapotranspiration	(not	396	

shown).		This	is	linked	with	a	decrease	in	precipitation	in	the	Plio-K1Prescribed	experiment	(Fig.	397	

2f).	 	The	larger	temperature	change	seen	in	central	Africa	is	a	result	of	a	positive	feedback	398	

between	vegetation	and	surface	temperature	brought	about	through	the	northward	shift	of	399	

the	Sahara	desert	and	its	replacement	with	broadleaf	forest	and	grasses	(Fig.	4	and	Fig.	5).		400	

Over	India,	bare	soil	is	replaced	with	broadleaf	forest	and	grasses	and	this	change	amplifies	401	

the	local	cooling	demonstrated	in	the	prescribed	vegetation	experiments.	The	largest	positive	402	

feedback	effect	is	seen	in	Plio-K1Dynamic	over	Antarctica.		This	area	shows	higher	albedo	(not	403	
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shown)	due	to	snow	cover	and	temperatures	of	-3.5°C	less	than	Plio-KM5cPrescribed.	When	using	404	

dynamic	vegetation	the	simulated	albedo	over	Antarctica	is	increased	further	due	to	the	total	405	

loss	 of	 vegetation	 (shrub	 and	 grass)	 and	 its	 replacement	with	 bare	 soil	 leading	 to	 further	406	

cooling	(Plio-K1Dynamic	is	9°C	colder	than	Plio-KM5cDynamic).	407	

In	 the	 prescribed	 vegetation	 experiments	 we	 demonstrate	 a	 trend	 towards	 more	 open	408	

vegetation	 in	 Eurasia	 (Fig.	 3b-e),	 linked	 primarily	 to	 changes	 in	 insolation	 patterns.	 	 The	409	

differences	in	vegetation	(in	terms	of	PFT,	Fig.	5)	are	enhanced	further	by	positive	feedbacks	410	

in	 dynamic	 vegetation	 (reduction	 of	 precipitation,	 evapotranspiration	 and	 soil	 moisture	411	

associated	with	the	loss	of	forest).	412	

There	 are	 however,	 also	 areas	 of	 cooling	 seen	 in	 the	MOSES2	 simulations	when	 run	with	413	

dynamic	 vegetation	 that	 are	 not	 seen	 in	 the	 simulations	 run	 solely	 with	 changing	 orbital	414	

forcing	and	prescribed	vegetation.			For	example,	coastal	northeast	Brazil	shows	a	cooling	of	415	

approximate	 5°C	 when	 compared	 to	 Plio-KM5cDynamic	 (in	 all	 interglacials;	 Fig.	 4a-c).	 This	416	

appears	 to	 be	 due	 to	 an	 orbitally	 driven	 vegetation	 switch	 from	 bare	 soil	 and	 grasses	 to	417	

broadleaf	forest	and	therefore	increasing	evapotranspiration	(and	an	increase	of	the	latent	418	

heat	flux).	Coupling	the	simulations	to	a	dynamic	vegetation	model	also	induces	a	cooling	of	419	

2°C	(in	all	interglacials)	on	the	coastline	of	South	Australia.	This	temperature	change	occurs	420	

with	the	replacement	of	bare	soil	and	grass	with	shrub,	and	is	associated	with	an	increase	of	421	

evaporative	cooling	in	this	region	(not	shown).	422	

There	 is	 a	 negative	 feedback	 on	 high	 latitude	 warming	 with	 the	 introduction	 of	 dynamic	423	

vegetation,	 especially	 in	 two	 interglacials	 (Plio-KM3Dynamic	 and	 Plio-G17Dynamic
)	 that	 show	424	

greater	high	latitude	warming	than	Plio-KM5cDynamic.	Broadleaf	trees	in	the	Arctic	have	twice	425	

the	 albedo	 and	 50	 –	 80%	 greater	 evapotranspiration	 rates	 when	 leafed-out	 than	 their	426	

evergreen	 needle	 leaf	 counterparts	 (Swann	 et	 al.	 2010).	 More	 broadleaf	 forest	 replacing	427	

needle	 leaf	 along	 the	 Arctic	 coast	 would	 have	 a	 cooling	 effect	 due	 to	 increased	428	

evapotranspiration,	moderating	the	high	northern	latitude	warming	signal.			429	

The	cause	and	effect	of	 the	simulated	climate	response	to	orbit	and	vegetation	changes	 is	430	

complicated,	as	 in	addition	 to	 introducing	a	dynamic	vegetation	model,	 two	different	 land	431	

surface	schemes	were	used	in	this	study.	Where	the	inclusion	of	dynamic	vegetation	has	made	432	
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the	terrestrial	areas	generally	warmer,	this	could	be	arguably	due	to	the	use	of	MOSES2	(over	433	

MOSES1),	which	in	previous	analysis	has	been	found	to	be	a	warmer	model.	However,	we	can	434	

suggest	that	the	areas	where	the	introduction	of	dynamic	vegetation	simulates	an	increased	435	

cooling,	to	be	solely	a	signal	from	vegetation	feedbacks.	436	

	437	

3.3	MOSES2.1	Dynamic	Large	scale	biome	changes	(BIOME4)	438	

The	 four	 interglacial	 experiments	 (Plio-G17Dynamic,	 Plio-K1	 Dynamic,	 Plio-KM3	 Dynamic	 and	 Plio-439	

KM5c	Dynamic)	with	dynamic	vegetation	were	run	through	the	offline	vegetation	model	BIOME4	440	

to	classify	them	into	different	biomes	for	comparison	purposes.		441	

Patterns	of	biome	distribution	appears	similar	between	the	four	interglacials	(using	dynamic	442	

vegetation).	 All	 have	 expanded	 grassland	 over	 Asia	 and	 North	 America,	 with	 Eastern	443	

Europe/Scandinavia	predominantly	showing	temperate	deciduous	forest.	They	all	show	large	444	

areas	of	desert	in	northern	and	southern	Africa,	however	three	experiments	(Plio-G17Dynamic,	445	

Plio-K1	Dynamic,	 Plio-KM3	Dynamic)	 show	 smaller	 desert	 areas	with	more	 xerophytic	 shrubland	446	

than	Plio-KM5c	Dynamic	over	central	Australia.	The	Arctic	coastline	has	predominantly	evergreen	447	

taiga/montane	forest.	South	America	has	tropical	 forest	biome	to	the	north	and	shrubland	448	

and	mixed	forest	types	to	the	south.		449	

There	 are	 detailed	 differences	 between	 the	 BIOME4	 reconstructions	 for	 the	 dynamic	450	

vegetation	experiments.		For	example,	across	central	Africa	Plio-K1Dynamic	and	Plio-KM3Dynamic	451	

show	 a	 band	 of	 deciduous	 forest,	 whereas	 Plio-G17Dynamic	 and	 Plio-KM5cDynamic	 are	 more	452	

dominated	by	 tropical	 savannah	and	 shrubland	biomes.	 In	Plio-KM5cDynamic,	 taiga	montane	453	

forest	 reaches	 the	Arctic	 coastline	 and	 stretches	 latitudinally	 across	 north	Asia.	 The	 other	454	

three	interglacials	also	have	taiga	montane	forest	in	this	region	but	covering	a	smaller	area.		455	

In	experiments	Plio-K1Dynamic	and	Plio-KM3Dynamic	the	band	of	forest	across	the	coast	is	broken	456	

and	pushed	north	by	grassland	which	can	reach	the	Arctic	coast	of	eastern	Asia.	North	America	457	

shows	a	similar	pattern,	with	evergreen	taiga/montane	forest	again	being	pushed	north	by	458	

grasslands	which	in	Plio-K1Dynamic	and	Plio-KM3Dynamic	reaches	the	northern	Canadian	coastline.	459	

Arid	 desert	 regions	 in	 Australia	 shrink	 in	 Plio-G17Dynamic	 and	 Plio-KM3Dynamic,	whereas	 Plio-460	
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KM5cDynamic	 and	 Plio-K1Dynamic	 show	 a	 distribution	 which	 is	 similar	 to	 the	 PRISM3	461	

reconstruction	of	desert	in	this	region.			462	

In	summary,	these	results	show	the	effect	of	using	dynamic	vegetation	in	climate	modelling	463	

studies	especially	when	looking	at	time	slices	with	orbital	forcing	very	different	from	modern	464	

orbital	 forcing.	 The	 BIOME4	output	 for	 Plio-KM5cDynamic	 is	 the	most	 similar	 to	 the	 PRISM3	465	

reconstruction	due	to	the	stable	and	near	modern	orbital	forcing.	The	other	three	interglacials	466	

run	 with	 dynamic	 vegetation	 show	 a	 very	 different	 terrestrial	 environments	 to	 Plio-467	

KM5cDynamic	(and	the	PRISM3	reconstruction).	The	biomes	are	more	stratified	latitudinally	and	468	

are	 less	 heterogeneous	with	 large	 areas	 of	 grass	 in	 the	 northern	 hemisphere	mid	 to	 high	469	

latitudes.	470	

	471	

4.	Discussion		472	

The	exploration	of	discrete	interglacial	events	within	the	mPWP	was	investigated	in	Prescott	473	

et	al.	(2014),	which	looked	at	both	the	MIS	K1	and	KM5c	interglacial	peaks	and	demonstrated	474	

that	the	two	events	are	different	in	nature	in	terms	of	their	climatology	(Prescott	et	al.,	2014).	475	

Here	we	continue	in	a	similar	vein,	with	the	incorporation	of	two	more	Pliocene	interglacial	476	

events	(MIS	G17	and	KM3)	to	build	a	fuller	picture	of	mPWP	interglacial	variability,	but	with	477	

the	addition	of	incorporating	dynamic	vegetation.		We	focus	our	discussion	on	addressing	the	478	

importance	 of	 orbitally	 driven	 changes	 in	 seasonality	 as	 a	 driver	 for	 regional	 land	 cover	479	

response,	 and	 the	 validity	 of	 model	 predictions	 with	 regard	 to	 the	 available	 regional	480	

palaeobotantical	data.		481	

4.1	How	important	is	the	effect	of	orbitally-driven	seasonality	changes	for	regional	land	cover	482	

response?	483	

The	simulated	surface	air	temperatures	in	Figure	2	shows	notably	large	increases	in	seasonal	484	

range,	 in	 relation	 to	 the	 Plio-KM5cPrescribed	 control	 simulation,	 this	 is	 due	 to	 obliquity	 and	485	

precession	 altering	 the	 seasonal	 distribution	 of	 insolation	 (Timm	 et	 al.	 2008).	 The	 high	486	

obliquity	(Fig.	1)	of	MIS	K1	and	G17	causes	greater	warming	simulated	relative	to	modern	in	487	

the	 high	 northern	 latitudes	 in	 these	 interglacials.	 For	 all	 three	 interglacials,	 the	 larger	488	
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amplitude	 of	 the	 Northern	 Hemisphere	 seasonal	 signal	 is	 forced	 by	 both	 the	 higher	489	

eccentricity	(Fig.	1),	when	compared	to	MIS	KM5c,	and	the	perihelion	(point	of	time	where	490	

the	Earth	is	closest	to	the	sun)	falling	during	the	boreal	spring	(MIS	G17)	and	summer	(MIS	K1	491	

and	KM3).		492	

Given	the	robust	demonstration	of	increased	seasonality	in	all	simulations,	there	is	a	need	to	493	

understand	 the	 seasonal	 response	of	 temperature	 in	 relation	 to	predicted	 vegetation.	 For	494	

example,	the	cooling	over	Antarctica	in	Plio-K1Prescribed	is	due	to	a	large	insolation	reduction	(of	495	

up	to	100	Wm-2;	Fig.	1)	over	the	Southern	Hemisphere	during	the	summer	months	that	is	not	496	

seen	 to	 the	 same	 extent	 in	 the	 other	 interglacials.	 The	 similarities	 seen	 between	 all	 the	497	

interglacials	such	as	northern	hemisphere	high	latitude	warming	are	caused	by	increases	of	498	

up	to	95	Wm-2	in	the	spring/summer	months.		499	

Changes	 in	 the	 seasonality	of	 surface	 temperature	and	precipitation	 response	 is	especially	500	

amplified	 in	 simulations	 run	 with	 dynamic	 vegetation	 (Fig.	 4).	 In	 these	 experiments,	 the	501	

Northern	Hemisphere	shows	a	enhanced	seasonality	in	all	three	interglacials	compared	to	the	502	

Plio-KM5cDynamic	control.	While	this	is	seen	most	strongly	on	land	due	to	the	low	heat	capacity	503	

of	land	versus	the	oceans,	the	oceans	also	show	the	same	signal.	This	is	most	clearly	expressed	504	

in	Plio-K1Dynamic	and	Plio-KM3Dynamic	due	to	the	largest	seasonal	differences	in	orbital	driven	505	

incoming	insolation	(Fig,	1).		506	

The	 larger	 seasonal	 range	 (colder	 autumn/winters	 and	warmer	 spring/summers)	 over	 the	507	

Northern	hemisphere	coincides	with	the	reduction	of	forest	seen	in	both	BIOME4	output	and	508	

TRIFFID	 PFTs	 in	 favour	 of	more	 open	 vegetation	 over	 Eurasia,	which	 is	where	we	 see	 the	509	

largest	vegetation	change.	510	

The	 colder	 temperatures	 in	 winter	 over	 North	 America/Eurasia	 do	 not	 reduce	 winter	511	

precipitation	for	MIS	K1,	G17	and	KM3	compared	to	Plio-KM5c	(in	both	the	prescribed	and	512	

dynamic	vegetation	simulations).	Total	precipitation	rates	for	MIS	K1,	G17	and	KM3	increase	513	

compared	 to	KM5c	during	spring	 in	 large	areas	of	Eurasia	 in	experiments	using	prescribed	514	

vegetation.	 However,	 this	 is	 not	 the	 case	 for	 the	 same	 experiments	 run	 using	 dynamic	515	

vegetation.	During	the	boreal	summer	(JJA)	large	areas	of	Eurasia	receive	either	the	same	or	516	

less	precipitation	 than	 the	KM5c	experiments,	 even	 though	 summer	 surface	 temperatures	517	
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increase	 substantially.	 This	 reduced	 seasonal	 surface	 moisture	 availability	 can	 affect	 the	518	

seasonal	patterns	of	warming	through	changes	in	latent	heat	flux,	and	decreased	deeper	soil	519	

moisture	 availability	 favouring	 grass/shrub	occurrence	over	 trees	 (Fig.	 4).	Grasses	have	an	520	

intense	but	shallow	root	system	using	water	from	upper	soil	layers	whereas	trees	roots	access	521	

deeper	soil	moisture	(Ward	et	al.	2013).	Winter	precipitation	is	critical	to	recharge	deeper	soil	522	

layers	 for	 trees	 to	 access	 (Schwinning	 et	 al.	 2015),	 and	 this	 process	 would	 be	 especially	523	

important	in	a	scenario	where	summer	temperatures	increase	due	to	a	change	in	seasonality.	524	

Therefore,	 in	 these	 results	 the	warmer	 spring/summers	 and	 lack	of	 associated	 increase	 in	525	

winter/summer	precipitation	favours	the	simulation	of	grass	rather	than	trees	in	our	model	526	

(Figs.	3	and	5).	The	reduction	in	available	soil	moisture	in	the	deepest	soil	layer	(on	average	527	

308	mm	less	in	all	4	interglacials	than	the	pre-industrial	annual	mean,	and	a	decrease	to	327	528	

mm	less	in	winter)	is	seen	most	acutely	in	the	dynamic	vegetation	simulations.		Given	that	soil	529	

moisture	and	temperature	are	fundamental	drivers	in	both	TRIFFID	(Cox,	2001)	and	BIOME4	530	

(Haxeltine	and	Prentice,	1996;	Kaplan,	2003)	in	the	prediction	of	vegetation	types,	this	drying	531	

of	 soil	 provides	 a	 partial	 explanation	 for	 the	 large-scale	 tree	 retreat	 in	 Eurasia	 and	North	532	

America.			533	

Additionally,	the	higher	summer	temperatures	seen	over	Eurasia	and	North	America	favours	534	

the	existence	of	grass	in	the	BIOME4	model.	In	BIOME4,	through	the	identification	of	the	2	535	

most	 successful	 PFT’s	 and	 their	 sustainable	 LAI,	 each	model	 grid	 cell	 is	 assigned	 a	 biome	536	

(Haxeltine	&	Prentice	1996).	The	look	up	table	used	within	the	BIOME4	model	uses	a	value	of	537	

21°C	as	a	maximum	warm	monthly	mean	temperature	for	boreal	evergreen	and	deciduous	538	

trees	to	grow.	The	simulated	mean	temperature	of	the	warmest	month	in	our	HadCM3	results	539	

is	 higher	 than	 the	maximum	 used	 in	 BIOME4	 for	 forest	 to	 grow.	When	 this	 parameter	 is	540	

changed	 within	 BIOME4,	 the	 forest/grass	 boundary	moves	 southwards	 depending	 on	 the	541	

maximum	warm	monthly	mean	temperature	which	is	chosen	(not	shown).	It	appears	that	this	542	

empirical	threshold	in	BIOME4	is	partly	why	trees	are	replaced	with	grasses	in	all	experiments	543	

for	MIS	K1,	KM3	and	G17.		544	

BIOME4	simulates	the	vegetation	distribution	that	is	in	equilibrium	with	a	particular	climate	545	

and	 atmospheric	 CO2	 concentration	 (Haxeltine	 &	 Prentice	 1996),	 it	 does	 not	 incorporate	546	

migration	 or	 successional	 processes	 which	 increases	 the	 uncertainty	 in	 the	 results.	 For	547	
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prediction	 of	 rapidly	 changing	 climate	 response,	 BIOME4	 is	 able	 to	 suggest	 the	 general	548	

direction	 and	maximum	 extent	 of	 change	 to	 be	 expected	 but	 this	may	 be	 oversimplified.	549	

Whereas	 BIOME4	 integrates	 both	 biogeochemical	 processes	 and	 a	 biogeographical	550	

description	of	vegetation,	TRIFFID	includes	these	processes	as	well	as	their	dynamical	links	to	551	

the	atmospheric	system	(Quillet	et	al.	2010).		552	

We	therefore	use	TRIFFID,	a	DGVM	to	treat	the	land	cover	as	an	interactive	element	in	order	553	

to	 ascertain	 the	 magnitude	 of	 vegetation	 feedbacks	 from	 orbitally	 forced	 changes	 in	554	

seasonality	 and	 the	 variability	 between	 interglacials	 in	 the	 mPWP.	 TRIFFID	 separates	 the	555	

vegetation	 into	 PFT	 according	 to	 the	 physical	 response	 to	 climate	 conditions	 and	 runs	556	

interactively	with	the	climate	model,	 therefore	enabling	vegetation	 feedbacks	 that	are	not	557	

possible	when	solely	running	the	climate	through	BIOME4	without	TRIFFID	enabled.	558	

When	considering	large	scale	vegetation	changes	predicted	by	TRIFFID,	the	decline	of	forest	559	

to	more	open	field	vegetation	(i.e.	the	combination	of	grasses,	shrubs	and	bare	soil)	over	Asia	560	

represents	a	significant	change	in	vegetation.	This	is	consistent	with	the	BIOME4	output	which	561	

shows	 large	expanses	of	grassland	pushing	the	forest	margin	northwards	 in	North	America	562	

and	Asia.	While	BIOME4	predicts	 temperate	grassland	across	 the	majority	of	Asia,	TRIFFID	563	

shows	the	main	difference	to	be	increasing	shrub	causing	a	northward	shift	in	broadleaf	tree	564	

and	 an	 overall	 reduction	 of	 needle	 leaf	 at	 Northern	 high	 latitudes.	 This	 discrepancy	 in	565	

vegetation	distribution	is	understandable	given	the	differences	in	the	way	both	models	predict	566	

vegetation.	567	

Given	that	there	are	such	large	changes	of	vegetation	seen	over	Eurasia	in	both	TRIFFID	and	568	

BIOME4	 we	 compare	 these	 results	 to	 published	 data	 sites	 that	 capture	 variability	 in	 this	569	

region.		570	

	571	

4.2	 Looking	 at	 specific	 high	 resolution	 records	 (Lake	 Baikal	 and	 Lake	 El’gygytgyn	 ,	 do	 our	572	

simulations	capture	similar	variability	shown	in	the	data?	573	

At	 present,	 the	 PRISM3	 reconstruction	 represents	 the	 whole	mPWP	 and	 is	 therefore	 not	574	

directly	 comparable	 to	 the	 modelling	 results	 for	 each	 specific	 interglacial	 peak	 directly.	575	
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However,	 vegetation	 records	 exist	 that	 have	 high	 temporal	 resolution	 and	 indicate	576	

environmental	and	climate	variability.	Our	modelled	interglacial	biomes	for	the	area	to	the	577	

western	North	America	indicate	evergreen	taiga,	in	agreement	with	the	pollen	record	from	578	

James	Bay	(in	Canada)	(Gao	et	al.	2012a)	.	The	simulated	biomes	at	the	Pula	Maar	site	also	579	

show	 similarities	 to	 the	 vegetation	 reconstruction,	 predicting	 temperate	 deciduous	 and	580	

conifer	forest	(Willis	et	al.	1999)	.	These	areas	in	the	simulated	biomes	also	show	large	areas	581	

of	 grass	which	 are	 not	 seen	 in	 the	 vegetation	 proxy	 reconstructions.	 Heusser	 and	Morley	582	

(1996)	found	the	vegetation	in	Japan,	between	4.8	Ma	to	2.8	Ma	to	vary	between	warm	mixed	583	

forest	and	cool	conifer	and	the	simulated	vegetation	shows	a	large	area	of	warm	mixed	forest	584	

in	the	four	interglacials	with	some	temperate	deciduous	forest.			585	

While	the	focus	of	this	study	is	not	to	perform	a	data	model	comparison,	we	consider	high	586	

resolution	 data	 where	 there	 is	 information	 available	 on	 variability	 and	 where	 the	 model	587	

simulates	 large	orbitally	driven	changes	 indicating	model	sensitivity.	Where	there	are	 large	588	

changes	in	the	simulated	vegetation	over	North	America	as	well	as	Asia,	there	are	fewer	high	589	

resolution	 records	 indicating	 variability	 in	 this	 area.	We	 therefore	 compare	 the	 variability	590	

shown	in	records	from	Lake	El’gygytgyn	and	Lake	Baikal	in	Siberia	with	the	variability	seen	in	591	

the	simulated	vegetation	over	Asia.	592	

Lake	El’gygytgyn		593	

Extreme	warmth	and	polar	amplification	was	extrapolated	from	the	record	at	Lake	El’gygytgyn	594	

(67.5°,	72°)	during	the	mPWP	with	a	stepped	cooling	event	during	the	Pliocene-Pleistocene	595	

transition	(Brigham-Grette	et	al.	2013)	and	Arctic	summer	warmth	with	forest	cover	at	both	596	

warm	and	cold	summer	orbits.	The	vegetation	record	shows	a	decline	of	tree	population	to	597	

an	open	landscape	with	the	biomization	further	suggesting	that	this	vegetation	transition	was	598	

not	gradual	and	the	region	responded	rapidly	to	the	warm	and	cold	global	climate	oscillations	599	

seen	in	LR04	(Tarasov	et	al.	2013).	600	

Biome	reconstructions	at	Lake	El’gygytgyn	indicate	that	the	late	Pliocene	to	early	Pleistocene	601	

can	be	characterised	by	six	vegetation	 types-	 four	 forest	and	 two	open	vegetation	biomes	602	

(Tarasov	et	al.	2013).	The	four	biomes	representing	forest	found	at	Lake	El’gygytgyn	in	the	603	

Pliocene	are	either	boreal	or	a	mixture	of	boreal	and	temperate.	The	other	two	biomes	are	604	
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tundra	 and	 steppe	 and	 are	 dominated	 by	 boreal	 or	 arctic	 herb	 and	 shrub	 communities	605	

(Tarasov	et	al.	2013).		606	

The	pollen	based	biome	reconstruction	at	Lake	El’gygytgyn	(Tarasov	et	al.	2013)	indicate	that	607	

MIS	KM5c	coincides	with	a	transition	from	a	cold	deciduous	biome	to	a	taiga.	KM5c	also	falls	608	

within	 pollen	 zone	 10	 in	 the	 Andreev	 et	 al	 (2014)	 record	 which	 finds,	 among	 others,	 an	609	

increase	in	Picea	(spruce/coniferous	evergreen)	and	Larix	(deciduous	coniferous)	pollen.	The	610	

pollen	based	biome	reconstruction	at	KM3	 is	cool	conifer	 forest	 (Tarasov	et	al.	2013)	with	611	

pollen	concentrations	showing	higher	tree	pollen	counts	such	as	Pinus	(Pine),	Picea	and	Larix	612	

than	KM5c.	The	reconstructed	biome	at	MIS	K1	is	on	the	boundary	between	cool	mixed	and	613	

cold	deciduous	forest	and	tundra	(Tarasov	et	al.	2013).	This	shift	 from	forest	biome	to	the	614	

more	open	tundra	coincides	with	the	pollen	assemblage	described	in	Andreev	et	al.	(2014)	615	

that	describes	an	 increase	 in	shrub	pollen	 (Alnus	and	Betula)	and	a	decrease	 in	coniferous	616	

pollen	types.	There	is	both	taiga	and	cool	conifer	forest	at	MIS	G17	(Tarasov	et	al.	2013)	and	617	

pollen	concentrations	(Andreev	et	al.	2014)	show	a	decrease	in	herbs	and	sedges	with	high	618	

values	of	Picea	increasing	at	this	time.	619	

At	Plio-KM5cDynamic	 the	PFTs	predicted	by	TRIFFID	are	64%	needle	 leaf	tree,	21%	shrub	and	620	

13%	grass	(remainder	bare	soil)	with	BIOME4	simulating	cold	evergreen	needle	 leaf	forest.		621	

The	 surrounding	 grid	 squares	 (up	 to	 approximately	 600km	around	 Lake	 El’gygytgyn)	 show	622	

biomes	varying	between	cold	evergreen	and	cool	evergreen	needle	leaf	forest,	and	low	and	623	

high	shrub	tundra.	The	main	simulated	biome,	cold	evergreen	needle	leaf	forest,	is	arguably	624	

interchangeable	with	the	taiga,	predicted	from	the	pollen	data	(Tarasov	et	al.	2013).	The	cold	625	

deciduous	biome	interpreted	from	the	pollen	data,	is	not	represented	in	the	simulated	biomes	626	

at	 or	 around	 Lake	 El’gygytgyn	 in	 our	 modelling	 results,	 additionally	 no	 broadleaf	 trees	627	

predicted	by	TRIFFID.	The	biome	simulated	for	Plio-KM3Dynamic	is	cold	evergreen	needle	leaf	628	

forest	over	Lake	El’gygytgyn	with	cool	conifer	 forest	 interpreted	from	the	pollen	data.	The	629	

PFTs	predicted	by	TRIFFID	also	show	65%	needle	leaf	trees.	At	Plio-K1Dynamic	BIOME4	simulates	630	

cold	evergreen	needle	leaf	forest,	with	biomes	of	temperate	grassland,	temperate	deciduous	631	

and	 cool	mixed	 forest	 simulated	 in	 the	 surrounding	 grid	 squares.	 The	pollen	based	biome	632	

reconstruction	shows	cool	mixed	and	cold	deciduous	forest	moving	to	a	tundra	biome.	For	633	

this	interglacial	the	simulation	of	forest	biome	types	matches	well	with	the	data,	although,	the	634	
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simulated	 temperate	 grassland	 prediction	 is	 not	 seen	 in	 the	 pollen	 based	 biome	635	

reconstruction.	In	contrast	to	BIOME4	simulating	grassland,	TRIFFID	predicts	23%	shrub	at	this	636	

site	and	12%	grass.	This	is	the	highest	shrub	percentage	simulated	of	the	interglacials	with	the	637	

interpretation	of	the	pollen	based	biome	to	be	tundra.		For	Plio-G17Dynamic	BIOME4	simulates	638	

cold	evergreen	needle	leaf	forest	with	cool	evergreen	needle	leaf	forest	and	cool	mixed	forest	639	

predicted	in	the	grid	squares	around.	The	pollen	based	biome	reconstruction	shows	taiga	and	640	

cool	conifer	forest,	indicating	consistency	with	the	modelling	results.	TRIFFID	simulated	PFTs	641	

also	predict	67%	Needle	leaf	trees	(highest	of	the	simulated	interglacials)	and	a	drop	to	19%	642	

shrub	(from	Plio-KM3Dynamic).	643	

	644	

Lake	Baikal	645	

Lake	Baikal	is	situated	in	the	continental	interior	of	north-eastern	Eurasia	(53°,108°),	proxies	646	

suggest	 it	 was	 located	 at	 the	 boundary	 between	 different	 vegetation	 zones	 during	 the	647	

Pliocene	with	 shifts	 in	distribution	of	 coniferous	 forests,	 steppe	and	mountain	 vegetation.	648	

There	is	an	overall	cooling	trend	between	the	warm	early	Pliocene	and	the	onset	of	Northern	649	

Hemisphere	Glaciation	shown	by	the	reduction	of	broadleaf	trees	throughout	the	record	with	650	

periods	 of	 open	 vegetation	 interpreted	 to	 have	 been	 cool,	 dry	 conditions	 (Demske	 et	 al.,	651	

2002).	652	

After	MIS	M2	and	leading	up	to	KM5c,	the	proxy	derived	vegetation	reconstruction	suggests	653	

a	gradual	increase	in	spruce/hemlock	forests	due	to	an	increase	in	precipitation.	Around	the	654	

KM5c	event	(between	3.26	and	3.18	Ma)	the	record	indicates	a	decrease	in	forests	and	the	655	

spread	 of	 boreal	 taxa	 such	 as	 birches	 and	 dwarf	 shrubs.	 	 KM5c	 has	 the	 highest	 pollen	656	

percentage	 of	 shrubs	 and	 herbs	 of	 the	 four	 interglacials	 in	 the	 pollen	 reconstruction	 of	657	

Demske	 et	 al.	 (2002).	 The	 vegetation	 data	 around	 KM5c	 are	 interpreted	 as	 moist	658	

spruce/hemlock	(tsuga)	forests	with	ferns	occurring	under	cooler	conditions	at	high	altitudes,	659	

with	the	drier	forest	types	and	steppe	communities	at	lower	elevations	(Demske	et	al.,	2002).	660	

This	corresponds	to	a	macro	fauna	assemblage	 in	West	Siberia	reconstructing	drier	and/or	661	

cooler	conditions	(Zykin	1995).		662	
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Around	KM3	there	are	large	fluctuations	in	spruce	(picea)	abundances	and	pine	(pinus)	forests	663	

begin	 to	 appear	 in	 the	 record	 leading	 to	 a	 reduction	 of	 spruce/hemlock	 forest.	 There	 is	664	

evidence	of	a	severely	dry	interval	five	thousand	years	after	KM3	(3.150	Ma)	with	low	palaeo-665	

temperatures.	 Open	 vegetation	 (Artemisia)	 spread	 between	 KM3	 and	 K1,	 with	 further	666	

expansion	of	open	vegetation	and	dry	steppe	continuing	to	increase	after	K1	(at	3030).	There	667	

is	an	overall	low	pollen	count	for	forest	types	at	K1	with	a	relatively	high	shrub	and	grass	pollen	668	

concentrations	when	compared	to	KM3	and	G17.	The	pollen	reconstruction	at	G17	shows	a	669	

development	of	mixed	coniferous	forest	with	a	specific	increase	in	hemlock	indicating	a	return	670	

to	warmer	conditions	(Demske	et	al.,	2002).	671	

There	are	several	major	differences	between	simulated	PFTs	for	Plio-KM5cDynamic	in	the	Lake	672	

Baikal	region	and	the	Demske	et	al	(2002)	pollen	record.	Unlike	Plio-KM3Dynamic,	Plio-K1Dynamic	673	

and	Plio-G17Dynamic,	no	shrub	is	predicted	for	Plio-KM5cDynamic	and	there	are	high	percentages	674	

of	broad	and	needle	leaf	trees	(57%	and	30%	respectively).	In	contrast,	while	the	pollen	record	675	

contains	a	high	percentage	of	spruce	pollen	at	MIS	KM5c,	the	highest	percentage	of	shrub	676	

pollen	is	also	seen	at	this	point	of	the	four	interglacials.	677	

Demske	et	al.	 (2002)	suggest	that	broadleaf	forests	were	suppressed	in	the	lead	up	to	and	678	

during	the	M2	event,	with	the	vegetation	still	recovering	from	this	cool	glacial	period	at	KM5c.	679	

The	simulations	presented	in	this	study	are	climate	snapshots	of	the	interglacials	and	so	this	680	

transient	recovery	from	the	glaciated	M2	event	is	not	represented	which	could	account	for	681	

the	 large	 discrepancy	 in	 shrub	 pollen	 percentage.	 In	 contrast,	 the	 simulated	 PFTs	 at	 Plio-682	

KM3Dynamic	and	Plio-K1Dynamic	predict	no	broadleaf	or	needle	leaf	trees,	instead	predicting,	high	683	

shrub	percentages	(~60%)	with	the	remaining	vegetation	simulated	as	grass.	Reconstructed	684	

shrub/herb	pollen	is	low	at	KM3	but	increases	shortly	after	at	3.150	Ma.	This	increase	in	open	685	

vegetation	 from	 3.150	 to	 3.030	 Ma	 encapsulates	 K1	 interglacial,	 which	 has	 the	 highest	686	

percentage	of	 simulated	shrub	plant	 functional	 type.	The	pollen	 reconstruction	 indicates	a	687	

recovery	of	forest	after	this	period	of	open	vegetation	seen	around	K1,	while	the	simulated	688	

plant	functional	types	also	show	an	increase	of	broadleaf	and	needle	leaf	forest	(24%	and	9%)	689	

at	Plio-G17Dynamic.	The	highest	percentage	of	plants	simulated	at	Plio-G17Dynamic,	however	 is	690	

still	shrub	which	is	not	seen	in	the	pollen	reconstruction.	691	



25	
	

The	simulated	biome	for	all	four	interglacials	is	temperate	grassland,	whereas	the	vegetation	692	

reconstructed	at	Lake	Baikal	finds	little	grass	pollen.	Analysis	of	the	biomes	simulated	around	693	

Lake	Baikal	 indicate	 the	presence	of	 temperate	deciduous	broadleaf	 forest	and	 temperate	694	

xerophytic	shrubland	south	of	Lake	Baikal	at	42°N	and	45°N	for	all	the	simulations.		695	

In	general,	the	simulated	vegetation	is	more	similar	to	the	Lake	El’gygytgyn	record	than	Lake	696	

Baikal,	 where	 in	 the	 simulated	 Asian	 continental	 interior	 a	 large	 expanse	 of	 grassland	 is	697	

predicted	but	not	seen	in	the	record.	If	we	look	to	the	TRIFFID	output,	however,	the	prediction	698	

of	shrubs	 instead	of	grass	 is	closer	to	the	data	which	 interprets	 the	vegetation	to	be	open	699	

steppe.	700	

The	degree	to	which	the	regional	patterns	of	vegetation	change	shown	in	our	model	results,	701	

truly	reflect	what	really	happened	during	the	four	interglacial	events	in	question	is	difficult	to	702	

ascertain	at	the	current	time.	There	are	no	global	compilations	of	the	vegetation	distribution	703	

for	 the	 four	 specific	 intervals	 studies	 and	 limitations	 in	 dating	 and	 age	 control	may	make	704	

attributing	a	vegetation	data	point	to	any	of	these	four	events	challenging.	Regardless,	we	705	

have	 tried	 to	 compare	 the	variability	 seen	 in	 the	 simulations	 to	 the	variability	 seen	 in	 the	706	

reconstructed	pollen	data.	The	Lake	El’gygytgyn	record,	which	has	especially	variable	pollen	707	

based	biome	reconstruction,	shows	similar	level	of	changes	between	the	interglacials	in	the	708	

simulated	biomes.	Lake	Baikal	however,	at	a	biome	level	shows	no	variability	in	the	simulated	709	

vegetation.	The	TRIFFID	output	better	reflects	the	changes	in	vegetation	in	the	pollen	record	710	

but	still	simulates	a	generally	poor	representation	of	this	record.		711	

In	general,	the	mPWP	vegetation	proxy	data	records	present	a	fluctuating	climate	that	swings	712	

between	annual	climate	signal	of	warm-wet	(forest),	and	cool-dry	(steppe)	(Heusser	&	Morley	713	

1996;	Willis	et	al.	1999;	Leroy	&	Dupont	1994;	Gao	et	al.	2012).	Whereas	our	model	results	for	714	

the	 interglacials	 show	a	more	warm	and	dry	 signal,	 especially	 in	 the	northern	hemisphere	715	

where	there	are	warmer	summers	of	up	to	14°C	difference	to	control	summer	temperatures	716	

as	well	as	cooler	winters	(up	to	5°C	cooler).		717	

Salzmann	et	al.	(2013)	found	a	significant	data-model	mismatch	with	models	being	too	cold	718	

by	11.8°C	at	Lake	Baikal	when	preforming	a	DMC	with	HadCM3,	while	also	taking	bioclimatic	719	

range	and	temporal	variability	into	account.	We	would	not	therefore	expect	these	simulations	720	
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of	 the	 specific	 interglacials	 to	 necessarily	 have	 a	 good	 representation	 of	 the	 pollen	721	

reconstruction	seen	in	Demske	et	al.	(2002).	Although,	the	simulated	continental	interior	over	722	

Asia	appears	to	show	a	drying	of	the	vegetation	across	all	the	interglacials	which	is	generally	723	

seen	 in	the	data	moving	 into	the	Pleistocene.	The	SAT	temperature	of	Plio-KM5cDynamic	 is	a	724	

closer	match	to	the	Lake	Baikal	 is	of	4.5°C.	This	is	due	in	part	to	using	MOSES2	which	is,	 in	725	

general,	a	warmer	land	surface	model,	but	using	the	M1	model	the	mismatch	is	9.8°C.	Annually	726	

the	temperatures	are	still	too	cold	even	with	the	new	land	surface	scheme.		727	

Recent	palaeoclimate	modelling	studies	Loptson	et	al.	(2014)	and	Hunter	et	al.	(2013)	both	728	

using	HadCM3L	coupled	with	TRIFFID,	describe	a	model	dry	bias	 (associated	with	TRIFFID)	729	

within	their	results.	Here,	the	predicted	biomes	also	appear	to	reflect	a	dry	bias	but	further	730	

investigation	shows	this	 loss	of	trees	to	grassland	 in	the	northern	hemisphere	 is	due	to	an	731	

increase	of	seasonality	driven	principally	by	changes	in	the	orbital	forcing.	The	hotter	spring	732	

and	 summers	 combined	 with	 colder	 autumn	 and	 winters	 appears	 to	 favour	 grass/shrub	733	

vegetation	types	in	our	simulations	(Haxeltine	&	Prentice	1996).		734	

The	large	data-model	mismatch	found	at	Lake	Baikal	could	also	be	due	to	the	proxy	record	not	735	

capturing	 the	 simulated	 interglacial	 peaks	 we	 have	 modelled	 here.	 Orbital	 sensitivity	736	

simulations	run	for	the	Eocene,	(Sloan	&	Morrill,	1998)	also	found	increased	seasonality	in	the	737	

continental	temperatures	which	was	not	reflected	in	any	proxy	records.	The	study	postulates	738	

that	while	this	could	be	due	to	the	simulations	incorrectly	predicting	seasonal	cycles,	it	could	739	

also	be	due	to	biases	in	the	preservation	of	complete	orbital	cycles	that	prevents	the	stronger	740	

signals	being	seen	in	the	proxy	record	(Sloan	&	Morrill,	1998).	While	this	could	also	be	the	case	741	

for	this	study,	the	magnitude	of	the	data-model	mismatch	is	so	large	at	Lake	Baikal	that	there	742	

may	 be	 more	 fundamental	 issues	 with	 the	 simulations	 in	 this	 area	 and	 the	 Eurasian	743	

continental	interior.	The	better	match	of	data-model	comparison	at	Lake	El’gygytgyn,	which	744	

is	located	on	the	Asian	Arctic	coastline	also	suggests	that	the	mismatch	at	Lake	Baikal	could	745	

be	related	to	issues	associated	with	modelling	continental	interiors.		746	

However,	 regional	 biases	 in	 model	 representations	 of	 Eurasian	 hydrology	 in	 response	 to	747	

orbital	 forcing	have	been	 reported	before.	 For	 example,	Holocene	CMIP5	 simulations	 also	748	

found	drier	conditions	in	Eurasia	compared	to	palaeo	observations	that	indicate	this	area	was	749	

wetter	than	today	(Harrison	et	al.	2015).	For	the	mid-Holocene	climate	models	simulated	a	750	
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significant	 increase	 in	 the	 summer	 temperatures	 in	 Eurasia,	 and	 therefore	 seasonality,	751	

whereas	the	observations	suggest	cooler	summers	(lower	seasonality).	Temperature	biases	in	752	

the	CMIP5	modern	simulations	were	linked	to	systematic	biases	in	evapotranspiration	with	an	753	

oversimplification	of	precipitation	leading	to	cold	temperature	biases	(Mueller	&	Seneviratne,	754	

2014;	Harrison	 et	 al.	 2015).	Harrison	 et	 al.	 (2015)	 suggests	 that	models	 do	not	 produce	 a	755	

sufficient	 increase	 in	 regional	 precipitation	 for	 the	mid-Holocene	 in	 Eurasia	 and	 therefore	756	

underestimate	 evapotranspiration	 causing	 higher	 summer	 temperatures.	 Interestingly,	 a	757	

modelling	study	on	future	climate	change	over	Siberia	using	HadCM3	anomalies	for	a	number	758	

of	future	scenarios,	coupled	to	the	Siberian	BioClimatic	model,	found	the	climate	to	be	drier	759	

with	a	reduction	in	forest	replaced	by	increased	steppe	as	a	result	of	decreased	precipitation	760	

and	increasing	temperatures	(Tchebakova	et	al.	2009).	761	

Within	 this	 study	 for	 the	Pliocene	we	 see	 similar	 issues	with	 the	 simulated	 climate	 to	 the	762	

studies	 above,	 increased	 seasonality,	 warmer	 summers	 with	 insufficient	 precipitation,	763	

appears	 to	 create	 a	 scenario	where	our	modelled	 climate	 is	 unable	 to	 sustain	 forest	 seen	764	

consistently	in	published	records	of	Eurasian	vegetation	distribution.			765	

	766	

5. Conclusions	767	

The	mid-Pliocene	Warm	Period	(mPWP)	is	an	important	interval	to	investigate	the	long	term	768	

response	of	vegetation	patterns	to	a	CO2	induced	warming.	However,	the	nature	of	vegetation	769	

change	 in	 response	 to	 orbital	 variability	 during	 this	 interval	 is	 poorly	 constrained.	770	

Understanding	 the	 nature	 of	 orbitally	 induced	 vegetation	 variability	 is	 important	 to	771	

understand	the	Pliocene	overall,	and	in	identifying	the	degree	to	which	climate	and	vegetation	772	

models	are	able	to	reproduce	the	climate	states	in	Earth	history.	773	

Here	 we	 investigate	 the	 degree	 to	 which	 orbital	 forcing	 drives	 changes	 in	 surface	774	

climatological	and	 land	cover	 response	and	between	 four	of	 the	 largest	 interglacial	events	775	

within	the	mPWP.	The	degree	of	surface	temperature	warming	and	precipitation	response	776	

regionally	is	strongly	controlled	by	orbital	forcing.	This	translates	into	variations	in	seasonality	777	

and	moisture	 availability	 that	 can	 have	 profound	 effects	 on	 the	 predictions	 of	 land	 cover	778	

regionally.	 In	our	 study	 this	 is	 clearly	 expressed	 in	North	America	 and	Eurasia	where	mid-779	
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Pliocene	 experiments	 with	 increased	 insolation	 during	 the	 northern	 hemisphere	780	

spring/summer	and	decreased	insolation	during	autumn/winter	(compared	to	a	mid-Pliocene	781	

scenario	with	near	modern	orbital	forcing)	lead	to	a	climate	response	and	vegetation	climate	782	

feedbacks	that	lead	to	a	marked	replacement	of	forest	with	open	types	of	vegetation.	Whilst	783	

available	higher	resolution	palaeobotanical	data	from	the	Eurasia	indicate	that	variations	in	784	

the	amount	of	trees	versus	more	open	type	vegetation	is	possible	between	interglacial	events	785	

in	 the	mPWP,	 trees	 remained	a	dominant	 feature	of	 the	 landscape.	This	 suggests	 that	 the	786	

climate	 and	 vegetation	 response	 in	 the	 region	 in	 our	 model	 is	 overestimated,	 and	 this	787	

conclusion	 is	 similar	 to	 studies	 produced	 for	 the	mid-Holocene,	 using	 a	 variety	 of	 climate	788	

models,	that	indicate	similar	regional	biases	in	climate	and	predicted	vegetation	response	to	789	

orbital	forcing.		790	

This	highlights	 the	 importance	of	evaluating	model	predictions	using	out	of	 sample	palaeo	791	

tests	and	underlines	the	requirement	for	additional	high	resolution	palynological	studies	from	792	

around	the	world	in	order	to	better	quantify	the	nature	of	land	cover	variability	during	the	793	

mPWP	and	the	ability	of	climate	and	vegetation	models	to	reproduce	geological	evidence.		794	
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Figures:					999	

1000	

Figure	1.	Marine	isotope	stages	G17,	K1,	KM3	and	KM5c	plotted	on	(a)	the	benthic	isotope	1001	

record	of	Lisiecki	and	Raymo	(2005).	(b)	Obliquity,	(c)	eccentricity,	precession	as	derived	from	1002	

the	astronomical	solution	of	Laskar	et	al.	(2004).	Black	horizontal	lines	show	modern	orbit	with	1003	

blue	horizontal	line	showing	the	Holocene	oxygen	isotope	average.	(e)	Incoming	short	wave	1004	

radiation	 flux	 derived	 from	 HadCM3	 (Wm-2)	 for	 MIS	 G17	 minus	 modern;	 MIS	 K1	 minus	1005	

modern,	MIS	KM3	minus	modern;	MIS	KM5c	minus	modern.	1006	
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	1007	
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Figure	 2.	 HadCM3	 results	 run	 with	MOSES1	 surface	 scheme	 showing	 (a	 –	 d)	 Annual	 SAT	1008	

anomalies	 (°C)	 for	 (a)	 Plio-G17Prescribed	 –	 Plio-KM5cPrescribed,	 (b)	 	 Plio-K1Prescribed	 –	 Plio-1009	

KM5cPrescribed,	(c)		Plio-KM3Prescribed	–	Plio-KM5cPrescribed,	(d)		Plio-KM5cPrescribed	–	Pre-IndPrescribed.	1010	

(e	–	h)	Annual	precipitation	anomalies	 (mm/day)	 for	 (e)	G17Prescribed	–	Plio-KM5cPrescribed,	 (f)		1011	

Plio-K1Prescribed	 –	 Plio-KM5cPrescribed,	 (g)	 	 Plio-KM3Prescribed	 –	 Plio-KM5cPrescribed,	 (h)	 	 Plio-1012	

KM5cPrescribed	–	Pre-IndPrescribed.	(i	–	l)	Seasonal	range	surface	temperature	anomalies	(°C);	each	1013	

figure	shows	warm	monthly	mean	minus	cold	monthly	mean	minus	the	same	for	the	control.	1014	

(i)	 Plio-G17Prescribed	 –	 Plio-KM5cPrescribed,	 (j)	 	 Plio-K1Prescribed	 –	 Plio-KM5cPrescribed,	 (k)	 	 Plio-1015	

KM3Prescribed	–	Plio-KM5cPrescribed,	(l)		Plio-KM5cPrescribed	–	Pre-IndPrescribed.	1016	

	1017	
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1018	

Figure	3.	(a)	Modelled	PRISM3	vegetation	reconstruction	run	with	BIOME4	from	Salzmann	et	1019	

al.	(2008).	(b	–	E)	Global	Pliocene	predicted	biomes	simulated	by	BIOME4	with	experiments	1020	
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run	with	prescribed	vegetation	with	HadCM3	and	land	surface	scheme	MOSES1.	(f	–	i)	Global	1021	

Pliocene	predicted	biomes	simulated	by	BIOME4	with	experiments	run	with	HadCM3	coupled	1022	

to	TRIFFID	vegetation	model	and	Land	surface	scheme	MOSES2.	Note	the	larger	expanse	of	1023	

grassland	throughout	Asia,	especially	with	experiments	where	vegetation	was	allowed	to	run	1024	

dynamically	(f	–	i).	1025	
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Figure	 4.	 HadCM3	 results	 run	 with	MOSES2	 surface	 scheme	 showing	 (a	 –	 d)	 Annual	 SAT	1027	

anomalies	(°C)	for	(a)	Plio-G17Dynamic	–	Plio-KM5cDynamic,	(b)		Plio-K1Dynamic	–	Plio-KM5cDynamic,	(c)		1028	

Plio-KM3Dynamic	 –	 Plio-KM5cDynamic,	 (d)	 	 Plio-KM5cDynamic	 –	 Pre-IndDynamic.	 (e	 –	 h)	 Annual	1029	

precipitation	anomalies	(mm/day)	for	(e)	G17Dynamic	–	Plio-KM5cDynamic,	(f)		Plio-K1Dynamic	–	Plio-1030	

KM5cDynamic,	(g)		Plio-KM3Dynamic	–	Plio-KM5cDynamic,	(h)		Plio-KM5cDynamic	–	Pre-IndDynamic.	(i	–	l)	1031	

Seasonal	range	surface	temperature	anomalies	(°C);	each	figure	shows	warm	monthly	mean	1032	

minus	cold	monthly	mean	minus	the	same	for	the	control.	(i)	Plio-G17Dynamic	–	Plio-KM5cDynamic,	1033	

(j)		Plio-K1Dynamic	–	Plio-KM5cDynamic,	(k)		Plio-KM3Dynamic	–	Plio-KM5cDynamic,	(l)		Plio-KM5cDynamic	1034	

–	Pre-IndDynamic.	1035	

	1036	
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1037	

Figure	5.	Model	predictions	experiments	run	with	dynamic	vegetation	for	TRIFFID	predicted	1038	

Plant	 Functional	 Types	 (PFTs)	 shown	as	percentage	anomalies	 from	control	 run	MIS	KM5c	1039	

(Plio-KM5cDynamic)	for	(left)	Plio-G17Dynamic	–	Plio-KM5cDynamic;	(middle-left)	Plio-K1Dynamic	–	Plio-1040	

KM5cDynamic;	(middle-right)	Plio-KM3Dynamic	–	Plio-KM5cDynamic;	(right)	Control	Plio-KM5cDynamic	1041	

absolute	plant	functional	types.	1042	

	1043	

	1044	
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Table:																															1046	

Experiment	name	 Land	Surface	
Scheme	 

Vegetation	 Orbit	 Eccentricity	 Precession	 Obliquity	 MAT	
°C	 

MAP	
mm/day	 

JJA	
°C	 

DJF	
°C	 

JJA		 

mm/day	 

DJF	 

mm/day	 
Plio-G17Dynamic	 MOSES	2.1	 Dynamic	 2950	 0.04	 -0.01776	 23.96	 19.35	 3.044	 22.45	 16.35	 3.102	 2.990	 

Plio-K1Dynamic	 MOSES	2.1	 Dynamic	 3060	 0.05	 -0.05086	 23.01	 19.35	 3.035	 22.95	 16.05	 2.954	 3.111	 

Plio-KM3Dynamic	 MOSES	2.1	 Dynamic	 3155	 0.05	 -0.04350	 23.76	 19.45	 3.022	 23.15	 16.15	 3.005	 3.023	 

Plio-KM5cDynamic	 MOSES	2.1	 Dynamic	 3205	 0.01	 0.00605	 23.47	 18.85	 3.011	 21.25	 16.55	 3.058	 2.980	 

Pre-IndDynamic	 MOSES	2.1	 Dynamic 	Pre-Ind 	0.02 	0.01628 	23.44 	14.85 	2.907 	17.15 	13.05 2.982 	2.867 

Plio-G17Prescribed	 MOSES	1	 Prescribed	 2950	 0.04	 -0.01776	 23.96	 18.55	 3.095	 21.25	 15.85	 3.183	 3.015	 

Plio-K1Prescribed	 MOSES	1	 Prescribed	 3060	 0.05	 -0.05086	 23.01	 18.75	 3.099	 21.85	 15.85	 3.065	 3.112	 

Plio-KM3Prescribed	 MOSES	1	 Prescribed	 3155	 0.05	 -0.04350	 23.76	 18.75	 3.108	 21.85	 15.75	 3.132	 3.071	 

Plio-KM5cPrescribed	 MOSES	1	 Prescribed	 3205	 0.01	 0.00605	 23.47	 18.05	 3.059	 20.05	 15.95	 3.144	 2.997	 

Pre-IndPrescribed	 	MOSES	1 Prescribed 	Pre-Ind 	0.02 	0.01628 	23.44 	13.85 	2.877 	15.65 	11.95 	2.964 	2.833 

	1047	

Table	1.	Summary	of	experiments	including	orbital	parameters	implemented	in	HadCM3,	also	1048	

showing	 global	 mean	 annual	 and	 seasonal	 temperatures	 and	 precipitation.	 Control	1049	

experiments	indicated	in	bold.	1050	
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