A global atmospheric model of meteoric iron
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[1] The first global model of meteoric iron in the atmosphere (WACCM-Fe) has been developed by combining three components: the Whole Atmosphere Community Climate Model (WACCM), a description of the neutral and ion-molecule chemistry of iron in the mesosphere and lower thermosphere (MLT), and a treatment of the injection of meteoric constituents into the atmosphere. The iron chemistry treats seven neutral and four ionized iron containing species with 30 neutral and ion-molecule reactions. The meteoric input function (MIF), which describes the injection of Fe as a function of height, latitude, and day, is precalculated from an astronomical model coupled to a chemical meteoric ablation model (CABMOD). This newly developed WACCM-Fe model has been evaluated against a number of available ground-based lidar observations and performs well in simulating the mesospheric atomic Fe layer. The model reproduces the strong positive correlation of temperature and Fe density around the Fe layer peak and the large anticorrelation around 100 km. The diurnal tide has a significant effect in the middle of the layer, and the model also captures well the observed seasonal variations. However, the model overestimates the peak Fe+ concentration compared with the limited rocket-borne mass spectrometer data available, although good agreement on the ion layer underside can be obtained by adjusting the rate coefficients for dissociative recombination of Fe-molecular ions with electrons. Sensitivity experiments with the same chemistry in a 1-D model are used to highlight significant remaining uncertainties in reaction rate coefficients, and to explore the dependence of the total Fe abundance on the MIF and rate of vertical transport.


1. Introduction

[2] The mesosphere lower thermosphere (MLT) region (≈60–120 km) connects the atmosphere below with space above and is a region of increasing scientific and practical interest, because this region is affected by solar variability and climate change. One unique feature in the MLT is the presence of layers of metal neutral and ionized atoms. However, it is only possible to make in situ measurements in the MLT using rocket-borne instruments, so that most knowledge of the region has been gained by remote sensing. The ablation of meteoroids in the MLT is the source of the layers of metal atoms such as Fe and Na, which occur globally between 80 and 105 km. These metal atoms can be monitored by ground-based resonance lidars, providing tracers of physics (winds, gravity waves, tides, and temperature) and photochemistry with unrivaled temporal and spatial resolution [Plane, 2003]. The metal layers can also be observed with UV-visible spectrometers on satellites [Fan et al., 2007; Scharringhausen et al., 2008; Fussen et al., 2010; Hedin and Gumbel, 2011] providing near-global coverage. The metal layers thus offer a unique way to understand the coupling of atmospheric chemistry and dynamical processes, as well as testing the accuracy of climate models in the MLT (D. R. Marsh D. Janches, W. Feng, and J. M. C. Plane, A global model of meteoric sodium, submitted to Journal Geophysical Research Atmospheres, 2013, hereinafter referred to as Marsh et al., submitted manuscript, 2013).

[3] Previously, modeling studies of the mesospheric metal layers have employed 1-D models to investigate the chemistry controlling the metal layers [e.g., Plane, 2003; Plane and Whalley, 2012]. These models are useful for optimizing detailed neutral and ion-molecule chemistry schemes, where not all the relevant rate coefficients have been measured in the laboratory under mesospheric conditions. The model output is typically compared to lidar observations at a single observing location. This approach has been reasonably successful, since the removal lifetime of a metal atom...
from its layer is relatively short (typically a few days) because of the high rate of vertical transport by eddy and molecular diffusion [Plane, 2004]. The removal lifetime is much longer than the chemical turnover lifetime, which is comparatively short (a few seconds) because of rapid recycling between the metal atoms (e.g., Fe) and their oxides (e.g., FeO) by reactions with O3 and O, respectively. It should be noted that mesospheric metal layers are very narrow (a few kilometers wide), with small topside and bottomside scale heights because of rapid vertical changes in the ion-molecule and neutral chemistry, respectively. The layers are also very responsive to dynamical process such as gravity waves and tides.

[4] However, a 1-D model is not able to resolve the large-scale horizontal distribution of the metallic species, which is affected by many important MLT processes: tidal propagation is important in determining winds structure in the MLT region [Pancheva et al., 2002]; the injection of the metal species by meteoric ablation, which varies with latitude and season [Janches et al., 2006]; rapid meridional transport (e.g., a study of the Na and Fe layers at South Pole [Gardner et al., 2005] identified the importance of convergence of the meridional circulation over the pole during winter in explaining the unusually high wintertime concentrations of Fe and Na); the effect on metal chemistry of photochemical species like O and H; and the role of polar mesospheric clouds which occur at high latitudes during summer [Plane et al., 2004]. A 3-D global model is therefore required to gain a complete picture of the metal layers in the MLT, and to compare with the growing database of measurements made by lidars and satellites.

[5] In this paper we describe the addition of a complete Fe chemistry module into the Whole Atmosphere Community Climate Model (WACCM). This complements a parallel study of the global mesospheric Na layer (Marsh et al., submitted manuscript, 2013). Different metals have different chemistries which control the characteristic features of their layers. There are several reasons for a focus on Fe. First, Fe is the most abundant metal in the MLT [Plane, 2003]; the peak abundance in the Fe layer is 2–3 times larger than for Na [Helmer et al., 1998; Gardner et al., 2005]. Second, because Fe is less volatile than Na, it is injected through meteoric ablation about 12 km lower in the MLT than Na [Vondrak et al., 2008]. The resulting atomic Fe peak is several kilometers lower than Na with a smaller bottomside scale height [Plane, 2003]. Third, there are uncertainties in the size and velocity distributions of the interplanetary dust particles entering the atmosphere, so that the relative Fe and Na injection rates, as well as their absolute values, are quite uncertain [Plane, 2012]. Investigating different MLT metal layers within the same model will thus allow us to better understand the astronomy, chemistry, and transport processes that control the different metal layers in the MLT.

Section 2 of the paper contains a brief description of the lidar measurements and rocket data we have used to evaluate the model. We then describe in section 3 the new WACCM-Fe model, which is based on three components: a whole atmosphere community climate model; the neutral and ion-molecule iron chemistry in the MLT; and the injection of meteoric constituents into the atmosphere. The model results are presented in section 4, including comparisons with observations and some sensitivity analyses using a 1-D model with the same chemistry. Section 5 contains our conclusions.

2. Ground-Based Lidar and Rocket-Borne Mass Spectrometric Measurements

[7] Table 1 lists the ground-based lidar Fe data which we have used to evaluate WACCM-Fe: two stations at NH midlatitudes (Urbana, U.S., and Wuhan, China) and three southern hemisphere (SH) high-latitude stations (Rothera, Davis, and South Pole in Antarctica). The monthly mean Fe density data at 30°N used here is calculated from nighttime lidar measurements at Wuhan (30.5°N, 114.4°E) from March 2004 to December 2008 [Yi et al., 2009]. Since these data are unpublished, a brief description follows. The raw Fe lidar data were collected with an altitude resolution of 96 m and a time resolution of 5 min. The Fe density profiles were derived from the corresponding lidar photon count profiles by using a standard inversion method [Gardner, 1989]. The normalization altitude was set to 30 km, and the number density value of air molecules at this altitude was taken from radiosonde observations at a local weather station. The absolute accuracies of the nightly mean Fe density profiles are generally limited to ±8% by the seasonal and diurnal variations in the calibration density [Yi et al., 2009]. For obtaining the main Fe layer without contamination from sporadic events, those profiles containing sporadic Fe layers were excluded. The remaining data represent 590 h of Fe measurements on 82 different nights during 4 years. The monthly mean Fe profiles were obtained by averaging the nightly means. The Fe lidar over Davis station is a two-wavelength system. Fe density, Doppler temperature, and vertical winds are measured by the Doppler broadening and shift of the iron resonance line at 386 nm [Höflinger and Lautenbach, 2009]. Nearly background-free observations during day and night are achieved by using a small field of view of 65 μrad together with narrow band filtering by a double etalon at 386 nm [Höflinger and Lautenbach, 2009]. It should be mentioned that there are other lidar Fe observations [e.g., Alpers et al., 1990, 1994; Raizada and Tépley, 2003; Chu et al., 2011a, 2011b], which have not been included in this study.

<table>
<thead>
<tr>
<th>Payload</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Date</th>
<th>Time (UTC)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>18/1026</td>
<td>51°N</td>
<td>267°E</td>
<td>24/02/1979</td>
<td>16:52</td>
<td>Kopp [1984]</td>
</tr>
<tr>
<td>S37</td>
<td>68°N</td>
<td>22°E</td>
<td>03/08/1982</td>
<td>23:32</td>
<td>Kopp [1984]</td>
</tr>
<tr>
<td>S261</td>
<td>68°N</td>
<td>22°E</td>
<td>30/07/1978</td>
<td>23:33</td>
<td>Kopp et al. [1985]</td>
</tr>
</tbody>
</table>

*Dates are formatted as day/month/year.
Table 3. Iron Photolysis Chemistry Added Into WACCM

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate / (s⁻¹)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1</td>
<td>FeOH + hν → Fe + OH</td>
<td>$j_1 = 1 \times 10^5$</td>
<td>Bautista et al. [1998]</td>
</tr>
<tr>
<td>J2</td>
<td>Fe + hν → Fe⁺ + e⁻</td>
<td>$j_2 = 5 \times 10^7$</td>
<td></td>
</tr>
</tbody>
</table>

[8] Fe neutral atoms can be converted to ions (Fe⁺) by charge transfer reactions with NO⁺ and O₂⁺ [e.g., Plane, 2003; Saran et al., 2011]. Table 2 describes the set of Fe⁺ measurements made using mass spectrometry on sounding rockets, which we have used for this study [Kopp, 1984; Kopp et al., 1985]. The table lists a number of NH rocket flights, mainly at high latitudes, during both day and night. Rocket-borne measurements have also been made by other groups [e.g., Grebowski and Aikin, 2002; Roddy et al., 2004]. It should be noted that Fe⁺ profiles can vary significantly between rocket flights because of the electrodynamical forces which affect the ion distribution and operate in addition to the dynamical forces which also affect neutral species [Kopp, 1997]. Global measurements of Fe and Fe⁺ using satellite-borne spectrometers operating in the near-UV have not yet been reported.

3. Model Description

[WACCM is a comprehensive numerical model extending vertically from the surface to about 140 km [García et al., 2007; Marsh et al., 2007; 2013]. It uses the NCAR Community Earth System Model (CESM) as a common numerical framework [Hurrel et al., 2013]. Here we used WACCM version 4 (cesm1.0.3), which has a hybrid σ-pressure vertical coordinate with 88 levels (1000 – 5.96 × 10⁸ hPa). The vertical resolution in the MLT is about 3.5 km. The horizontal resolution is 1.9° (in latitude) × 2.5° (in longitude). The model has a very detailed description of mesospheric and lower thermosphere processes, including nonlocal thermodynamic equilibrium, radiative transfer, auroral processes, ion drag, and molecular diffusion of major and minor species and an interactive chemistry module, thereby resolving most known neutral chemistry and major ion chemistry in the middle and upper atmosphere [Marsh et al., 2007; Liu et al., 2010]. There are parameterizations for other key processes (e.g., gravity waves, heterogeneous chemical processes, the solar cycle, and solar proton events).

[WACCM also has an option to perform numerical atmospheric simulations with specified dynamics using the Goddard Earth Observing System 5 (GEOS5) meteorological data set (e.g., temperature, specific humidity, horizontal winds) below 60 km [Marsh, 2011; Lamarque et al., 2012; Marsh et al., submitted manuscript, 2013]. Here we take the same nudging coefficient value (0.01) when assimilating the GEOS5 analysis into WACCM (the so-called specified dynamics WACCM or SD-WACCM). This means that 1% of the meteorological conditions (i.e., temperature, winds, surface pressure, specific humidity, surface wind stress, latent, sensible heat flux, etc.) are combined with WACCM fields below 60 km at every model dynamics time step. Above 60 km there is no nudging to the reanalysis fields and the model in this region is free-running.

[11] Although the interaction between polar mesospheric clouds (PMCs) and sodium species was not included in our recent study of the Na layer (Marsh et al., submitted manuscript, 2013), the Fe peak layer is about 5 km lower than the observed Na peak layer [e.g., Plane, 2003; Chen and Yi, 2011; Yue et al., 2013] in the MLT, and the Fe layer is substantially depleted at PMC altitudes during the polar summer season [Plane et al., 2004]. Therefore, it is crucial to consider PMC interactions in the model. Here we include the PMC microphysics parameterization from Merkel et al. [2009] to specify the PMC volumetric surface area (VSA PMC). VSA PMC is calculated using the ice particle radius, which is parameterized in terms of ice water content (IWC) and temperature in WACCM [Merkel et al., 2009].

3.1. Mesospheric Iron Chemistry

[12] Tables 3–5 list the Fe chemical reactions and their rate coefficients which were added to WACCM. Inspection of Tables 3 and 4 shows that many of the rate coefficients for the neutral and ion-molecule reactions have now been measured in the laboratory under mesospheric conditions. Previous modeling studies [e.g., Helmer et al., 1998; Plane et al., 2003], which only looked at the nighttime Fe layer, did not include photochemical reactions. Here we include
the photo-ionization of Fe, which is calculated using high-level electronic structure calculations [Bautista et al., 1998]. Following a laboratory study which showed that FeOH is likely to be the major Fe reservoir immediately below the Fe layer [Self and Plane, 2003], we have included its photolysis. However, since the FeOH bond energy is around 350 kJ mol\(^{-1}\) [Hastie, 1990], this molecule will not photolysed until well into the UV, and we have assigned it a small photolysis rate coefficient compared with that of NaOH, which has been measured [Self and Plane, 2002].

[13] One of the important loss processes for the metal layers is the loss of iron-containing molecules on meteoric smoke particles (MSPs) [Plane, 2004], which have been observed through a number of independent techniques including the first global measurements using optical extinction with the SOFIE instrument on the AIM satellite [Hervig et al., 2009a, 2009b]. Although we plan in a future version of the model to incorporate explicitly the formation of MSPs from the polymerization of Fe-Mg-Na-Si-O compounds, here the uptake of FeOH, the major Fe reservoir below the Fe peak, on MSPs is treated as a dimerization reaction. The dipole moment of FeOH is 2.7 debye, calculated for the lowest-lying quartet electronic state at the B3LYP/6-311+g(2d,p) level of theory using the Gaussian 09 program [Frisch et al., 2009]. The dimerization rate coefficient (reaction 13 in Table 4) is then set to the dipole-dipole capture function (cm\(^{-2}\) s\(^{-1}\)) and (b) global annual mean Fe injection rate (cm\(^{-3}\) s\(^{-1}\)) used in WACCM.

3.2. Meteoric Input Function

[14] An astronomical model of meteoroid fluxes [Fentzke and Janches, 2008] is combined with the Chemical Ablation Model CABMOD [Vondrak et al., 2008] to provide the meteoric input function (MIF) for the injection rates of Fe atom into the atmosphere as a function of height, season, and latitude. (Marsh et al., submitted manuscript, 2013) provide details of how both models are coupled to obtain the MIF.
Briefly, they initially use current knowledge of the astronomical characteristics of the Sporadic Meteor Complex to estimate the global meteoric mass flux into the Earth’s upper atmosphere. Their first-time model determines the meteoric mass which is deposited within a small volume in the MLT at all latitudes and days of the year, thus addressing the seasonal and geographical variability of meteoroid masses in the size range of $10^{-8}$ to $10^3 \mu g$, which represents the major contributors of metals in the upper atmosphere [Ceplecha et al., 1998]. The simulation assumes that this input originates from the six main sporadic meteoroid populations (i.e., 33% of the meteors are assigned to the Apex, 22% to the Helion, 22% to the Anti-Helion, 11.5% to the North Toroidal, and 11.5% to the South Toroidal) and assign their characteristics (i.e., velocity, diurnal variability, and entry angle) accordingly. This enables the time evolution of the population’s incoming angular and velocity characteristics in a given geographical location to be determined.

[15] CABMOD was then used to prepare a look-up table containing the ablation profiles of each metallic element as a function of meteoroid mass ($10^{-8}$ to $10^3 \mu g$), velocity (11 to 72 km s$^{-1}$) and entry angle with respect to the zenith (0 to 90$^\circ$). The extraterrestrial material is assumed to have a CI chondrite composition [Vondrak et al., 2008]. The respective resolutions of the table were 10 divisions per decade of mass, 5 km s$^{-1}$, and 5$^\circ$). Interpolation was then used to determine the ablation profile for each individual meteoroid resulting from the astronomical model. The integrated injection rate of Fe as a function of time and place was then calculated by integrating over the meteor population.

[16] Figure 1 shows the resulting Fe column injection rate as a function of latitude and time of year. There is a minimum in the MIF at high latitudes in spring (i.e., February to April in the NH and September to October in the SH).
with \( \sim 5000 \) atoms cm\(^{-2}\) s\(^{-1}\), and a maximum in autumn (i.e., September to October in the NH and February to April in SH) with \( \sim 8500 \) atoms cm\(^{-2}\) s\(^{-1}\). The annual mean Fe MIF is 7080 atoms cm\(^{-2}\) s\(^{-1}\). Figure 1 also shows the vertical profile of the global annual mean Fe injection rate. This peaks at 97 km with a value of 0.0045 atoms cm\(^{-3}\) s\(^{-1}\); there is a secondary peak at 107 km produced by the population of fast meteors included in the MIF [Fentzke and Janches, 2008].

It should be noted that the seasonal variability of MIF used here differs from that derived from observations using meteor radars [Singer et al., 2004]. That study focused on the variability of detected specular undense meteor trails which are a subset of all meteor detections. Since the main purpose of meteor radar is the measurement of mesospheric winds, only trails for which the wind can be determined are counted, with the result that this can lead to large biases in determining the total meteor flux. In addition, meteor radars cannot measure meteors ablating higher than 100 km, where much of the ablation occurs. These radars also do not see many of the high speed meteor population and so inefficiently measure the apex sources. We conclude that the seasonal variability derived from these measurements is incomplete and subject to bias. This is not the case with the HPLA observations of meteor head-echoes [Fentzke and Janches, 2008], where all the events detected are considered in determining the seasonal variation of the MIF.

## 4. Results and Discussion

The model was run for the period 2004 to 2011, when the GEOS5 analysis data are available. The model outputs for the coordinates of the lidar stations and rocket launching facilities were sampled every 30 min. Otherwise, monthly mean global output was saved. To derive the modeled climatologies of temperature, Fe and other chemical constituents, we use the model output from 2005 to 2011. It should be noted that the Fe lidar observations at the different observatories were made in different periods between 1995 and 2011 (Table 1), and hence at different points in the solar cycle. However, solar cycle effects on the Fe layer appear to be rather small. For example, in the WACCM-Fe run presented in this study, the change in the Fe column abundance from solar minimum (2005 to 2007) to solar maximum (2009 to 2011) ranges from \(-3\%\) at high SH latitudes to \(+3\%\) at NH middle to high latitudes. We therefore do not consider solar cycle influences further in this study, although a future paper will examine solar cycle impacts on several of the meteoric metal layers.

### 4.1. SD-WACCM Model Performance

There have been a number of validation studies of WACCM performance in the MLT region. Smith [2012] and Marsh [2011] provided detailed overviews of the dynamical processes controlling the MLT and its variability, which also included comparisons of WACCM simulations with observations. Figure 2 compares the July mean climatology of zonal mean temperature and zonal mean zonal wind from the COSPAR International Reference Atmosphere (CIRA) [Fleming et al., 1990] with the SD-WACCM simulations. CIRA and SD-WACCM show similar temperature and wind structures in the MLT region, although there are some significant discrepancies, e.g., SD-WACCM has a mesopause about 2 km lower during polar summer, and has lower altitude for the winter transition from westerly to easterly winds, than CIRA. This is similar to Smith [2012], who compared...
Figure 6. Comparison of lidar observed (symbol) and WACCM-Fe modeled (line) annual mean profiles of Fe concentration (cm$^{-3}$) for (a) Wuhan, (b) Rothera, (c) Davis, and (d) South Pole stations. The bars indicate the standard deviation of annual mean values from WACCM-Fe during the 7 year run (2005–2011). There is a large degree of variability in the modeled Fe below 80 km where there is a large vertical Fe gradient.

WACCM temperature and zonal mean wind with SABER measurements [Russell et al., 1999] and the UARS Reference Atmosphere Project (URAP) [Swinbank and Ortland, 2003] climatology.

Ion chemistry plays an important role in determining the mesospheric Fe layer (the relevant ion-molecule reactions are listed in Table 5), and so we also compare the electron density derived from International Reference Ionosphere (IRI) [Bilitza, 2001] with the SD-WACCM simulation. Figure 3 shows the climatological electron density for Rothera. The model captures the seasonal variation of electron density (i.e., maximum electron density in late spring and early summer) and agrees quite well with the IRI electron density below 95 km. However, WACCM significantly underestimates the electron density above 95 km, especially during polar summertime, and so simulations of Fe$^+$ in this region may have significant errors. This large discrepancy is likely related to electrodynamics, which will be discussed further in section 4.2.

The PMC ice mass and particle effective radius predicted by SD-WACCM can also be compared against measurements. Hervig et al. [2009a, 2009b] showed that the PMC ice particles near 69$^\circ$N are always present from mid-May to end of August 2007. Figure 4 shows the time series of ice mass and effective radius as a function of altitude for 69$^\circ$N based on 3 day averages, which can be compared directly with SOFIE measurements [Hervig et al., 2009a, 2009b]. The model simulates the timing of the PMC onset and disappearance very well. The PMC size from SOFIE measurements is up to 80 nm, compared with the modeled radius of up to 60 nm. The model has a lower PMC layer and produces too much ice, which is due to the lower and colder mesopause (see temperature comparison in Figure 2).

The main objective of this paper is to develop a global model of meteoric Fe based on our current knowledge on the meteoric input, dynamics, and chemistry. Among the limited number of whole atmosphere models (with interactive chemistry) currently available, SD-WACCM was chosen because it includes most of the important processes required for our purpose. Although the model does exhibit some biases relative to the available mesospheric observations, we show in the following sections that it can produce much of the observed variability in the Fe layer.

4.2. Annual Mean Fe Profiles

Figure 5 shows the annual mean concentration profiles of temperature, Fe, and other iron-bearing chemical species (Fe$^+$, FeO$^+$, FeN$^+_2$, FeO$^+_2$, FeO, FeO$^+$, FeOH, Fe(OH)$_2$, (FeOH)$_2$ (i.e., FeOH dimmer)) calculated with WACCM-Fe for Urbana (40$^\circ$N). Figure 5 also includes the annual mean temperature and Fe profile from lidar measurement as well as the modeled Fe profile from our 1-D model [Helmer et al., 1998]. Here the 1-D model used the seasonally varying Fe MIF (see Figure 1) and required monthly mean variables (temperature, atmospheric density, O$_3$, O, H, H$_2$O, K$_{zz}$, e, NO$^+$, and O$_3^+$) from WACCM. The observed temperature profile in the MLT is captured satisfactorily by WACCM, although the model has lower temperatures below 80 km and slightly higher temperatures above 90 km.

The observed Fe layer for Urbana peaks around 85 km with an annual mean density of 11,300 cm$^{-3}$. 

Fe-containing molecules are negligible because of their fast reactions with O and H.

The Lorentz force, which may explain why the model significantly overpredicts Fe+ in the lower thermosphere, is the Earth’s magnetic field \( \mathbf{B} \) in the MLT.

Although the ion-neutral collision frequency is still high enough on the topside of the Fe+ layer below 110 km to allow significant collisional induced ion transport across the magnetic field lines [Grebowsky and Reese, 1989], there must also be a significant transport of Fe+ ions into the thermosphere via the Lorentz force, which may explain why the model significantly overpredicts Fe+ in the lower thermosphere. Further evidence for this is that WACCM reproduces the rocket \( \mathrm{O}_2^+ \) and \( \mathrm{NO}^+ \) profiles above 100 km satisfactorily within an order of magnitude (Figure 7b and also electron density comparison in Figure 3). These species are much shorter lived (a few hundred seconds, compared with a lifetime for Fe+ of more than 1 day [Woodcock et al., 2006]), so that vertical transport of \( \mathrm{O}_2^+ \) and \( \mathrm{NO}^+ \) is much less important than for the atomic metal ions.

Figure 7. \( \mathrm{Fe}^+ \) profiles over (a) Kiruna and (b) Red Lake from rocket measurements (symbols) and the model. Also shown are the \( \mathrm{O}_2^+ \), \( \mathrm{NO}^+ \), and electron density profiles for Red Lake, and the 1-D model sensitivity result with the rate coefficients for R28a and R28b increased by a factor of 10. The horizontal bars indicate the standard deviation of \( \mathrm{Fe}^+ \) from WACCM-Fe simulations during the 7 year run (2005–2011).

WACCM-Fe reproduces the observed Fe profile satisfactorily with the Fe MIF shown in Figure 1. The Fe peak density is also at 85 km though it is slightly underestimated (9600 cm\(^{-3}\)), while the topside of the Fe layer is slightly overestimated. \( \mathrm{Fe}^+ \) ions dominate on the topside of the Fe layer above 90 km, because of the conversion of neutral Fe atoms by charge exchange with ambient \( \mathrm{O}_2^+ \) and \( \mathrm{NO}^+ \) through reactions R26 and R27 in Table 5 (photoionization reaction J1 in Table 3 is less significant). (FeOH)\(_2\), FeOH, and Fe(OhH)\(_3\) are the dominant reservoirs on the underside of the layer below 85 km. FeO\(_3\) is less significant, and the other Fe-containing molecules are negligible because of their fast reactions with O and H.

Although there is good agreement between model and lidar observation for Urbana (Figure 5), we need to point out that the Fe MIF with an annual mean of 7080 atoms cm\(^{-2}\) s\(^{-1}\) in Figure 1 is similar to the MIF used by Gardner et al. [2011], but is considerably smaller than other estimates [e.g., Plane et al., 2003; Plane, 2012]. In earlier 1-D Fe model studies, annual mean Fe MIFs of 38,000 and 34,000 atoms cm\(^{-2}\) s\(^{-1}\) were used to model the Fe layer at Urbana [Helmer et al., 1998] and South Pole [Gardner et al., 2005], respectively. However, these earlier studies used much larger values of the vertical eddy diffusion coefficient \( (K_z) \) in the MLT. Plane [2004] showed that the modeled Na total abundance is very sensitive to both MIF and \( (K_z) \). We examine this relationship for Fe in section 4.6.

Figure 6 compares the modeled and observed annual mean Fe density for Wuhan, Rothera, Davis, and South Pole. Overall, WACCM-Fe simulates the peak height and width of the Fe layer well. Although the model reproduces the steep bottomside of the Fe layer satisfactorily, except for Davis below 75 km, it significantly overestimates the peak density and topside layer below 100 km for these stations. The observed (modeled) annual mean peak density of Fe is 5940 (8350) cm\(^{-3}\) for Wuhan, 9300 (17010) cm\(^{-3}\) for Rothera, 8780 (17600) cm\(^{-3}\) for Davis, and 7470 (18770) cm\(^{-3}\) for South Pole. The possible reasons for this are discussed in section 4.3.

Figure 7 shows measured Fe+ profiles over Kiruna (68°N, 22°E) during nighttime, and Red Lake (51°N, 267°E) during daytime, compared with the model. Also shown are the \( \mathrm{O}_2^+ \), \( \mathrm{NO}^+ \), and electron density profiles for Red Lake. The observed maximum Fe+ concentration is about 2 \times 10^4 cm\(^{-3}\) around 91 km at 68°N and about 2800 cm\(^{-3}\) around 93 km during day time at 51°N. WACCM-Fe reproduces satisfactorily both the peak height and concentration of the Fe+ layer in both cases. However, the model predicts an Fe+ layer bottomside that is 3 to 5 km too low, and concentrations on the topside above 100 km that are too large by 1 to 2 orders of magnitude. To investigate this, we ran the 1-D model with the rate coefficients for the dissociative electron recombination reactions (R28a and R28b) increased by a factor 10, which is within the likely range for this type of reaction [Florescu-Mitchell and Mitchell, 2006]. As shown in Figure 7b, there is now much better agreement on the ion layer bottomside.

Although the ion-neutral collision frequency is still high enough on the topside of the Fe+ layer below 110 km to allow significant collisional induced ion transport across the magnetic field lines [Grebowsky and Reese, 1989], there must also be a significant transport of Fe+ ions into the thermosphere via the Lorentz force, which may explain why the model significantly overpredicts Fe+ in the lower thermosphere. Further evidence for this is that WACCM reproduces the rocket \( \mathrm{O}_2^+ \) and \( \mathrm{NO}^+ \) profiles above 100 km satisfactorily within an order of magnitude (Figure 7b and also electron density comparison for Rothera in Figure 3). These species are much shorter lived (a few hundred seconds, compared with a lifetime for Fe+ of more than 1 day [Woodcock et al., 2006]), so that vertical transport of \( \mathrm{O}_2^+ \) and \( \mathrm{NO}^+ \) is much less important than for the atomic metal ions.

4.3. Latitudinal and Seasonal Variations

Figure 8 shows the monthly mean Fe density from lidar measurements and WACCM-Fe simulations for Urbana and Wuhan. Both stations exhibit a seasonal variation with...
an early wintertime maximum and summertime minimum Fe density. The summertime (June–August) Fe peak density is about 1.5 to 3 times smaller than in winter. Over Urbana, the peak of the observed Fe layer is at 84–86 km in November–January with the maximum about 16,000 cm$^{-3}$ in January and a second peak density of 14,000 cm$^{-3}$ in November. The Fe peak layer density is smaller and at a slightly higher altitude (about 1 km) over Wuhan. The maximum Fe density for Wuhan is about 8000 cm$^{-3}$ observed between November and January. WACCM-Fe simulates the observed seasonal Fe variation quite well for both stations. The model also captures the observed wintertime Fe peak layer and maximum density with about 14,000 cm$^{-3}$ for Urbana and about 9000 cm$^{-3}$ for Wuhan. In summer, the model slightly underestimates the Fe density at Urbana but overestimates at Wuhan. Overall, the model simulates the observed Fe layer at Urbana and Wuhan in the NH midlatitudes quite well.

Figure 9 is analogous to Figure 8, comparing the model with observations at the high-latitude SH stations of Rothera, Davis, and South Pole. The observed Fe density over Davis is determined every 2 min with an altitude resolution of 200 m. At this resolution the detection limit for Fe in the most challenging observing conditions (highest solar elevation in the middle of summer) is around 250 cm$^{-3}$. After first averaging the densities of each day, the seasonal densities are then obtained by a 14 day Hanning filter. The Hanning filter was chosen since a harmonic fit with annual and semiannual component cannot reproduce the observed density minimum in December because of its short duration of only a few weeks. The small-scale structures for Davis in Figure 9 were caused by strong variations in the Fe density at all scales, including sporadic layers which are not rejected here. As shown by Lübken et al. [2011], tides have a strong influence on the Fe layer. The influence of tides is largely removed here by taking daily means and by averaging over approximately 2000 h of observations that cover all local times. The observed Fe layers at these SH locations have fairly similar seasonal variations and slightly lower peak heights (84–85 km) than at NH midlatitudes. The maximum Fe density of 16,000 cm$^{-3}$ is observed in April for Rothera and July for Davis. Lidar observations show a smaller maximum Fe concentration (12,000 cm$^{-3}$) at South Pole. An interesting feature is that the summer Fe peak height is about 5 km higher than in winter at these SH high-latitude locations. This is due to the substantial depletion of Fe at PMC altitudes during the polar summer [Plane et al., 2004]. WACCM-Fe simulates the seasonal variation in the Fe peak height reasonably well. Note that these measurements are taken in different years (Table 1) and there is year-to-year variability of the Fe layer. However, the model significantly overestimates the winter Fe density and underestimates the summer Fe concentration for SH high latitudes (the reason for this is discussed below).

Figure 10 compares the monthly mean total column Fe abundance measured at the five lidar stations with WACCM-Fe simulations. Both the lidar measurements and the model exhibit seasonal variations of total column abundance with a winter maximum and a summer minimum. Similar to the results shown in the seasonal Fe concentration comparison as a function of altitude in Figures 8 and 9, here again the model simulates the observations at Urbana well, but overestimates the wintertime Fe for the other stations especially for SH high latitudes, which is partly due to the large differences between the modeled and observed temperatures during polar winter in the upper mesosphere (Figure 11).

The annual mean column Fe abundances measured by lidar and predicted by WACCM-Fe are summarized in
Table 6. The measured mean of $11.5 \times 10^9$ cm$^{-2}$ for Urbana agrees well with the WACCM-Fe mean of $11.1 \times 10^9$ cm$^{-2}$ (the annual means of individual years in the 7 year period range from 9.9 to $12.9 \times 10^9$ cm$^{-2}$). The lower column abundance ($7.5 \times 10^9$ cm$^{-2}$) at Wuhan is also satisfactorily captured by the model ($9.5 \times 10^9$ cm$^{-2}$, ranging from 8.0 to $11.3 \times 10^9$ cm$^{-2}$ in individual years). In contrast, Table 6 shows that the model overestimates the SH high-latitude annual mean total column Fe abundance by about 40% at Rothera and Davis and 80% at South Pole. Since several of the neutral reactions in Table 4 are significantly temperature-dependent (e.g., R7, R11, R12), it is useful to explore the correlation between temperature and Fe density, and to see if this is a cause of the model-observation discrepancy.

Figure 11 shows the monthly mean temperature profiles from lidar measurements [Pan and Gardner, 2003] and the WACCM-Fe simulation for South Pole (the extreme case) as well as the temperature difference between the model and observations. The correlation between Fe density and temperature is also shown in Figure 11d. The observed mean mesopause (i.e., the altitude of minimum temperature in the MLT) during November–February over South Pole is located at around 85–90 km with a mean temperature as low as 140 K in December (lidar observations are not useful for measuring temperature when the mesopause is very cold and there is a low density of metal atoms). The temperature during the winter period is warmer (180 K) and the mesopause is higher (around 100 km). It is well-known that this is caused by the large-scale meridional circulation with upwelling air masses over the summer pole which flow toward the winter pole and then downward in the winter polar vortex [Brasseur and Solomon, 2005]. WACCM-Fe captures the changing mesopause height very well, but exhibits a colder summer mesopause (130 K) and a warmer winter mesopause (200 K). This indicates that there is a stronger meridional circulation in WACCM than is observed at South Pole. Figure 11d shows that there is a strong positive correlation between Fe density and temperature around the peak of the Fe layer (the correlation coefficient is close to 1.0 at ~88 km), which indicates there will be more Fe if the temperature is higher. In contrast, on the topside of the Fe layer above 90 km, the correlation between Fe and temperature decreases rapidly, and there is a significant anticorrelation ($\sim -0.8$) around 100 km. Both
Figure 10. Monthly mean total column abundance of Fe from lidar measurements (symbols) and WACCM-Fe simulations (solid line, 7 year mean from 2005 to 2011) for (a) Urbana, (b) Wuhan, (c) Rothera, (d) Davis, and (e) South Pole. The bars indicate the standard deviation of annual monthly mean values from WACCM-Fe during the 7 year run (2005–2011).

These features are well captured by the model (Figure 8c). The study by Gardner et al. [2011] proposed that the convergence of the meridional flux of Fe over the South Pole plays a crucial role in maintaining the high abundance of the wintertime Fe and Na layers observed at this site. Therefore, the overestimated winter Fe density for South Pole predicted by WACCM (Figures 9 and 10) is consistent with the meridional circulation being too strong in the model, causing too large a convergence of Fe species over the pole and overpredicting the temperature between 75 and
The model underestimates the observed summer Fe density for South Pole because WACCM has a colder mesosphere and mesopause (temperature difference is up to 30 K below 90 km) and warmer lower thermosphere (temperature difference is more than 80 K above 100 km) in summer (Figure 11c). Again, the lower modeled temperature below 90 km decreases Fe because the Fe reservoirs are more stable against reaction with H atoms. The significant activation energies of R10–R12 (Table 4) lead to a positive correlation between temperature and Fe below 90 km (Figure 11d).

### 4.4. Tidal Influences on the Fe Layer

Atmospheric tides are one of the more dominant dynamical processes in the MLT [Forbes et al., 2007]. Metal layers, with their relatively long chemical lifetimes, are ideal tracers for atmospheric dynamical process, including tides (Marsh et al., submitted manuscript, 2013). Recently, Lübken et al. [2011] found from lidar measurements that tides have a strong influence on the Fe layer. Figure 12 shows 3 days of modeled temperature and Fe mixing ratio sampled every 30 min for the location of Urbana from 1 July 2005, as well as their perturbations (difference from the 3 day average at each height). During this summer period, the mesopause occurs around 80 km and high Fe volume mixing ratios are predicted between 90 and 95 km, with a maximum 200 pptv (the peak atomic Fe density is around 90 km with a maximum value of 5000 cm$^{-3}$, not shown in the figure). One striking feature is the strong diurnal variation on the underside of the Fe layer below 78 km. In the model, this is caused by the solar-driven diurnal variation in atomic H and O, particularly through the reaction of H with the main reservoir species FeOH (reaction R12 in Table 4). This diurnal variation in atomic Fe has recently been observed by Yu et al. [2012]. The photolysis of FeOH (J1 in Table 3) may also play a role, but the photolysis cross section of this molecule has not yet been measured. Above 100 km the model predicts a semidiurnal variation in temperature associated with the semidiurnal tide. The change in Fe at these heights is diurnal with a maximum at noon, rather than semidiurnal, and so appears to be largely responding to photochemical rather than tidal forcing. However, at and

### Table 6. Annual Mean Fe Total Column Abundance (× 10$^9$ cm$^{-2}$)

<table>
<thead>
<tr>
<th></th>
<th>Urbana</th>
<th>Wuhu</th>
<th>Rothera</th>
<th>Davis</th>
<th>South Pole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lidar</td>
<td>11.5</td>
<td>7.5</td>
<td>12.3</td>
<td>11.3</td>
<td>9.7</td>
</tr>
<tr>
<td>WACCM-Fe</td>
<td>11.1</td>
<td>9.5</td>
<td>16.3</td>
<td>15.7</td>
<td>18.3</td>
</tr>
<tr>
<td>WACCM(min–max)</td>
<td>(9.9–12.9)</td>
<td>(8.0–11.3)</td>
<td>(14.2–18.8)</td>
<td>(13.2–18.8)</td>
<td>(14.9–22.3)</td>
</tr>
</tbody>
</table>
below the peak of the layer, the Fe variations closely correlate with the tidally driven temperature fluctuations (see also Figure 11). There is a positive correlation with temperature below the Fe peak, and both have a diurnal variation. Since the Fe concentration increases with height below the peak, a downward tidal motion associated with the diurnal tide would lead to an increase in Fe at a particular height. The vertical motion would also cause an increase in temperature via adiabatic warming. Both Fe and temperature would increase during the entire downward phase of the tide (peaking at the point the wind is zero), at which point upward motion would then lead to an Fe decrease and adiabatic cooling. Recently, Sakazaki et al. [2012] showed that diurnal tidal amplitudes in meteorological analyses (although they did not include the GEOS5 meteorological data set used here) tend to be underestimated by 30–50% in the upper stratosphere and lower mesosphere. In a future study we will investigate the impacts of using different meteorological analyses on the modeled Fe layer.

4.5. Column Abundances, Centroid Heights and RMS Widths of the Fe and Fe⁺ Layers

[35] Figure 13 shows the modeled zonal mean monthly mean Fe and Fe⁺ column abundances integrated from 70 to 120 km. Fe⁺ at middle to high latitudes (30°-60°) peaks in August for the NH and in February for the SH, whereas Fe has a winter maximum abundance. In the tropics, Fe⁺ is relatively constant with maximum concentrations during equinox. Figure 14 shows the ratio of Fe⁺ to Fe from Figure 13. The ratio ranges from 0.3 to 6; there is a clear seasonal variation with a maximum ratio in summer and minimum in winter at high latitudes, which tracks the daily integrated photoionization rates. The global annual mean of the Fe⁺:Fe ratio is about 1.0, which is similar to the modeled Na⁺:Na ratio (Marsh et al., submitted manuscript, 2013). The abundance ratio of modeled Fe⁺ to Fe appears to be overestimated, the ratio of observed Fe⁺ (obtained from a limited set of rocket-borne mass spectrometric data) to the observed neutral Fe (from lidar measurement) is about 0.2 [Murad and Williams, 2002]. However, this is most likely mainly due to the model overestimating Fe⁺ above 95 km (Figure 7).

[36] In addition to the Fe column abundance in Figure 13, the centroid height and RMS layer width are two important parameters for characterizing the seasonal variations in dynamical and chemical effects on the layer [Gardner et al., 1986]. The monthly mean centroid height and RMS layer width, calculated from the monthly mean Fe density profiles, are shown in Figure 15. This shows that the centroid height of Fe has a semiannual variation with highest altitude in late June for the NH high latitudes, December–January for SH high latitudes and late January for tropical regions. The RMS layer width has a strong annual variation with a maximum in winter and minimum in summer, similar to the Fe column abundance in Figure 13.

4.6. Sensitivity Tests

[37] The previous sections show that the general performance of WACCM-Fe model is satisfactory, although there are some areas of discrepancy. One important question is that whether the seasonally varying MIF used in the model plays an important role in determining the modeled seasonal variability of the Fe layer. We therefore also ran the model using
a constant MIF to investigate the sensitivity of the seasonal Fe layer to the MIF. Figure 16a shows the relative Fe MIF difference (%) between the seasonal varying MIF and constant (global annual mean) MIF, which ranges from –35% in early spring to +20% in early autumn. Figure 16b shows the resulting relative difference (%) of the modeled Fe column abundance between the seasonally varying and constant MIF. Inspection of the two parts of the figure shows that the relative difference in the Fe column abundance in the NH correlates well with the relative difference between the seasonal and constant MIF. In contrast, the expected decrease in the relative Fe column abundance does not occur in the SH spring (September–October) at high latitudes, when the seasonal MIF is at a minimum. This striking difference with the NH is most likely due to the much stronger southward mesospheric mean meridional circulation during July and August driven by the small-scale gravity wave-induced momentum flux divergence. This circulation transports Fe from the northern hemisphere (where the MIF is increasing in early NH autumn (Figure 1)), compensating for the decreasing MIF in the SH spring.

To explore the sensitivity to the rate coefficients in the model, for computational efficiency, we used the 1-D instead of the full 3-D model. This exercise is important because while the majority of the rate coefficients in Tables 4 and 5 have been measured in the laboratory, a few have been fitted by optimizing models to give good agreement with lidar observations [Helmer et al., 1998; Plane et al., 1999]. Figure 17 shows the sensitivity of the total column abundance of Fe to a selection of the rate coefficients in Tables 4 and 5. The relative change in the Fe column abundance is shown when each rate coefficient is changed by ±20%, the choice of percentage is somewhat arbitrary, but 20% is a typical upper limit to the uncertainty of a rate coefficient for a metallic species measured in the laboratory under mesospheric conditions [Plane, 2002].

The greatest model sensitivity is to the rate coefficients for the dissociative recombination reactions R28a and R28b.
R28b (FeO\(^+\) + e\(^-\), FeO\(_2\)\(^+\) + e\(^-\)). In the current model, these rate coefficients are set equal to typical values for this type of process [Florescu-Mitchell and Mitchell, 2006]. Clearly, the rate coefficients for these reactions need to be measured in the future. The model is also particularly sensitive to R21 (FeO\(^+\) + O), which competes with R28a to prevent neutralization of FeO\(^+\) after it forms from Fe\(^+\) + O\(_3\) (R20). However, the rate coefficients for R20 and R21 have been measured (Table 5).

[40] For the Fe neutral chemistry, the most sensitive reactions are R1 (Fe + O\(_3\)), R2 (FeO\(^+\) + O), R4 (FeO \(+\) O\(_2\)), and R12 (FeOH \(+\) H). The first three reactions have been studied under mesospheric conditions (Table 4). Although the rate coefficient for R12 has been estimated indirectly [Self and Plane, 2003], this quantity should be measured once a method for the direct detection of FeOH becomes available, which would also permit a study of the possible reaction of FeOH with O\(_3\) to form OFeOH (a single molecule of the stable mineral goethite which could be a precursor of meteoric smoke).

[41] In the last part of this section, we examine the sensitivity of the Fe column abundance to the rate of vertical transport, parameterized in the 1-D model by the eddy diffusion coefficient \(K_{zz}\). Figure 18 shows the annual mean column abundance of Fe as a function of the meteoric input and averaged \(K_{zz}\) between 80 and 90 km (calculated using the 1-D model for 40\(^\circ\)N). The MIF here is converted into the global daily input of cosmic dust, for ease of comparison with other estimates of this quantity [Plane, 2012]. The annual mean MIF of Fe used in WACCM-Fe corresponds to 2.1 t d\(^{-1}\), and the mean value of \(K_{zz}\) in WACCM between 80 and 90 km at 40\(^\circ\)N is 5 m\(^2\) s\(^{-1}\). This combination reproduces the observed Fe column abundance at Urbana of 11 \(\times 10^9\) cm\(^{-2}\). This figure also implies that to sustain the same total column abundance of Fe, the model requires a higher value for the MIF when faster vertical diffusion (and subsequent faster removal of meteoritic material from the atmosphere) is implemented in the model via higher \(K_{zz}\). The reverse also holds, i.e., a lower MIF can maintain the same Fe abundance if a lower \(K_{zz}\) is used. Note that an input rate of 2.1 t d\(^{-1}\) is at the low end of the estimates of the daily input of cosmic dust input which range up to nearly 300 t d\(^{-1}\) [Plane, 2012]. Inspection of Figure 18 shows that in order to sustain a meteoric input of more than 20 t d\(^{-1}\), \(K_{zz}\) between 80 and 90 km would need to be greater than 200 m\(^2\) s\(^{-1}\). This seems unlikely, although recently Grygalashvily et al. [2012] estimated the vertical diffusion coefficient from the simulated distributions of different long-lived chemical constituents using a gravity-wave resolving GCM. They showed that the diffusion coefficient is clearly dominated by mesoscale gravity waves, which can generate \(K_{zz}\) values larger than 250 m\(^2\) s\(^{-1}\) at 88 km during polar winter.

[42] If the input really is an order of magnitude larger than required in WACCM-Fe, this may indicate that Fe compounds are transported more rapidly downward in the MLT than just by eddy diffusion and the residual circulation. For example, Gardner and Liu [2010] have proposed that dynamical transport caused by dissipating gravity waves, and chemical transport involving wave action and irreversible chemical loss at a lower altitude (e.g., to form meteor smoke), can produce a substantial downward net flux of constituents in the MLT.

[43] To further investigate the impact of gravity wave breaking on vertical eddy diffusion and the modeled Fe layer, we also ran a 2 year (2004–2005) SD-WACCM sensi-
activity experiment by adjusting a key variable in the gravity wave parameterization: the equivalent Prandtl number (Pr), which is the ratio of momentum flux to heat flux. Pr is used in the calculation of $K_{zz}$ as described in Garcia et al. [2007] and Smith [2012]. $K_{zz}$ scales with the inverse of Pr, so decreasing Pr will increase the eddy diffusion. Liu [2009] estimated the eddy momentum and thermal diffusion coefficients from measured gravity wave momentum and heat fluxes using lidar observations, from which he found that the annual mean Pr profile can be in the range of 1–4 in the MLT. Fritts and Alexander [2003] reported that the Pr value associated with gravity wave breaking is poorly defined at present and may vary with height in the range of 3–10. The standard WACCM model uses a value of Pr equal to 4. Figure 19a shows the zonal mean annual mean of $K_{zz}$ as a function of latitude from 70 to 110 km from the standard model run for 2005. $K_{zz}$ gradually increases with height and has larger values around 60° and a second maximum in the tropics in the lower thermosphere above the mesopause. These are the regions where vertically propagating waves begin to break when the temperature lapse rate exhibits an abrupt change [Whiteway and Carswell, 1995]. The distribution of the $K_{zz}$ in the MLT from the standard model is similar to the WACCM multiyear climatology shown by Smith [2012]. The maximum $K_{zz}$ values in the standard model between 85 and 100 km are in the range of 5–30 m$^2$ s$^{-1}$ are much smaller than the eddy diffusion estimated by Liu [2009] (100–500 m$^2$ s$^{-1}$). Note, however, this is an annual mean, and individual values can be substantially larger for short periods (<1 day). In the tropical region, the annual mean value of $K_{zz}$ from 70 to 80 km is about 0.5–2 m$^2$ s$^{-1}$, which is comparable with values in the range (1–5) m$^2$ s$^{-1}$ determined from long-term VHF radar observations at Gadanki (13.5°N) [Rao et al., 2001].

As a sensitivity test, we performed an identical 2 year simulation where Pr was set equal to 2. Figure 19b shows...
the ratio of $K_{\text{Fe}}$ between the sensitivity ($Pr = 2$) and the standard ($Pr = 4$) simulations. As expected, decreasing $Pr$ in the model by a factor of 2 increases the modeled $K_{\text{Fe}}$ around the same factor in the MLT (Figure 19b). Figures 19c and 19d show the corresponding modeled Fe density and the resulting ratio. Halving $Pr$ in the model causes a significant decrease in the Fe density between 85 and 100 km (20–33%), and an increase by over 50% below 80 km. These results are in sensible accord with the 1-D model results in Figure 18. It should be noted that the modeled temperature and Fe distributions are broadly similar for the $Pr = 4$ and $Pr = 2$ runs. The model has a colder mesopause (temperature decreases by about 10 K around 90 km in the polar summer and 14 K around 100 km in the polar winter) when $Pr$ value in WACCM is decreased from 4 to 2 (not shown). The modeled winter Fe peak density then decreases from 24,000 cm$^{-3}$ to 16,000 cm$^{-3}$, which is still slightly higher than the observed 12,000 cm$^{-3}$ for South Pole (not shown).

5. Summary

[45] In this paper we have described the first global atmospheric model of meteoric iron (WACCM-Fe), which is constructed with three components: a whole atmosphere community climate model (WACCM); neutral and ion-molecule iron chemistry in the MLT; and the MIF describing the injection of meteoric Fe into the atmosphere. WACCM-Fe has been used to perform an 8 year simulation over the period 2004–2011. In this simulation WACCM was nudged below 60 km using temperature, specific humidity and horizontal winds from GEOS5 meteorological reanalyses over the same period. The model has been evaluated using lidar Fe measurements from a number of locations, as well as a limited set of rocket-borne mass spectrometric measurements of Fe$^+$. We have mainly focused on the performance of WACCM-Fe for modeling the climatological behavior of the neutral Fe layer. The model satisfactorily predicts the seasonal variation of the Fe layer at the midlatitude NH stations of Urbana and Wuhan (i.e., characteristic features such as the peak density, peak height, topside and bottoms ide layer scale heights, and the total column abundance). However, the model overestimates the wintertime Fe abundance for three SH high-latitude stations, which is mainly due to the warmer temperatures and greater convergence over the pole predicted by the model. The model also overestimates the peak Fe$^+$ concentration in the lower thermosphere, which appears to arise because WACCM does not include the Lorentz force which transports long-lived metallic ions further up into the thermosphere.

[46] Most global general circulation models describe the vertical transport of minor constituents in the MLT by $K_{\text{Fe}}$, which is treated analogously to molecular diffusion and operates on mixing ratio gradients. Eddy diffusion in the MLT is largely generated by breaking gravity waves which propagate up from the lower atmosphere. Sensitivity studies using the same chemistry in a 1-D model highlights that the modeled total Fe abundance is very sensitive to $K_{\text{Fe}}$ and the meteor input rate. The small global input rate of only about 2 t d$^{-1}$ required for WACCM-Fe may imply that the role of dissipating gravity waves in the vertical transport of minor constituents in the MLT needs to be considered.
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