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Abstract

Marine Cloud Brightening (MCB) is one of several Solar Radiation Management

(SRM) geoengineering schemes that have been proposed to counter the global

warming associated with climate change. Herein an in-depth investigation of some

of the climatological impacts of MCB are presented.

The proposed operation of MCB is located in both the sub-tropical and tropical

regions, where reflection of solar radiation from marine cloud-tops is a maximum.

Work described in many publications shows that polar regions are cooled by tropical

seeding. The cooling of polar regions as a result of MCB leads to an increase in

polar sea-ice cover and thickness. A possible explanation for cooling the poles by

seeding in the tropics is an associated change in the Meridional Heat Flux (see

Chapter 5 for details).

Further work has been performed to assess the effectiveness of MCB as a tech-

nique for weakening tropical cyclones, which are predicted to become more severe

with climate change. Reducing sea surface temperatures decreases the amount

of energy available to the convective processes which power a tropical cyclone. A

second investigation concerns the impact of lowering sea surface temperatures via

MCB on coral reefs, which are known to be vulnerable to changes in both tempera-

ture and nutrient quantities within the ocean systems. The hypothesis is that MCB

could counter the temperature-increase associated with climate-change, and thus

prevent coral bleaching.

Simulations of MCB often seed different areas, and an attempt is made herein to

use pseudo-random seeding to identify optimal seeding regions. This technique

also enables assessment of the impacts of seeding any given region on several

remote locations.
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Chapter 1

Introduction

1.1 Motivation

The climate system is essential for all life on Earth, from plants engaging in pho-

tosynthesis to polar bears in the Arctic and humanity distributed across the globe.

The climate is an extremely complex system of physical and chemical processes,

which is affected by radiation, heat and pressure amongst other quantities. Numer-

ous publications, including in the most recent IPCC report (in 2007), show evidence

that the climate system is warming as a response to changes in atmospheric green-

house gas concentrations (Forster et al., 2007). The human race exists within the

climate system and is technologically capable of causing a significant change in

the climate. Changes in the climate system could have a significant impact on the

human race. Example changes include sea level rise or changes in precipitation

rates.

This work aims to investigate some of the potential climate impacts of the ma-

rine cloud brightening (MCB), solar radiation management (SRM) geoengineering

scheme. Clouds, especially stratocumulus clouds are of interest to people investi-

gating MCB as they have a large impact upon the planetary albedo (Hanson, 1991)

1
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and hence the climate and are susceptible to modification in the form of seed-

ing. Using climate models, several geoengineering schemes have been shown to

be able to recover global average surface or near surface temperatures (Crutzen,

2006; Govindasamy and Caldeira, 2000). With newer, higher resolution models,

investigations have expanded into regional effects where geoengineering schemes

are found to be producing undesirable changes. This project aims to investigate

some of the changes resulting from MCB as the concept is now in the public do-

main and therefore requires careful scientific analysis before any deployment can

be attempted.

1.2 Climate Change

The primary driver for the change in climate is the increase in atmospheric green-

house gas concentrations as a result of human consumption of fossil fuels since

the start of the industrial revolution. In the last 150 years the carbon dioxide con-

centration within the atmosphere has increased from 280 ppm to 390 ppm. The

change in concentration of three key greenhouse gases (carbon dioxide, methane

and nitrous oxides) are shown in Figure 1.1. The impacts of these changes in

greenhouse gases are modelled in several studies and detailed model intercom-

parisons (Forster et al., 2007). The IPCC report in 2007 contained a bar plot of

anthropogenic contributors to climate change where greenhouse gases are found

to be the largest and best understood effect (Forster et al., 2007). The effect of

these gases and several others is shown in terms of a radiative forcing displayed

in an IPCC plot reproduced in Figure 1.2. Carbon dioxide is a long lived gas that

is assumed to be uniformly distributed over the globe. In the atmosphere, carbon

dioxide absorbs longwave radiation emitted from the surface. The emission of the

radiative energy is in all directions from the warmed air and therefore approximately

half of the radiation will be reflected back to the surface.
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Within the climate change scenario there are several possible feedback mecha-

nisms which can act to increase global temperatures. An example of a potential

positive feedback mechanism is the release of methane from permafrost. Methane

is an extremely effective greenhouse gas and it is estimated that over 1500 Pg

of carbon is currently held in permafrost soils. With increasing planetary tempera-

tures the Arctic permafrost could melt. It is suggested that if the permafrost retreats

some methane would be liberated to the atmosphere which could cause significant

further warming (Koven et al., 2011). The polar regions of the globe are found to

warm more than the tropics and this is termed polar amplification. Section 1.2.2

details polar amplification and some of the mechanisms responsible for the associ-

ated additional warming. As can be seen from Figure 1.2 the largest uncertainty is

in the aerosol effects on the climate. Several of the effects that aerosol can have on

the climate are shown in Figure 1.3. These direct and indirect aerosol effects range

from scattering radiation to modifying the microphysical properties of clouds. Some

of the indirect effects of aerosols on clouds will be described in Section 1.3.3.

1.2.1 Responses to climate change

The overall positive radiative balance total from Figure 1.2 adds energy to the cli-

mate system which is generally stored as heat. This additional energy in the climate

system leads to a melting of polar ice caps and the warming of both the land sur-

face and on a longer timescale the oceans. A plot showing the change in Arctic ice

cover for the month of August between 1979 and 2011 is shown in Figure 1.4. Sea

levels are impacted by melting of glaciers and thermal expansion as the oceans

warms. An increase in mean sea levels impacts strongly on low lying countries

such as the Seychelles, Mauritius, the Netherlands and Bangladesh which have a

significant fraction of their population and territory close to or even below sea level.

With these scenarios in mind several schemes have been proposed to mitigate cli-

mate change. These include the application of carbon budgets, development of

renewable energy sources and financial incentives to improve energy efficiency.
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FIGURE 1.1: The change in atmospheric concentration of three long lived green-
house gases, carbon dioxide (ppm), methane (ppb), nitrous oxide (ppb). Changes
in greenhouse gas concentrations since 1750 are attributed to anthropogenic

sources. Copied from Forster et al. (2007).

Beyond these mitigation strategies there are methods designed to tackle climate

change directly, these are collectively known as geoengineering. Two groups of

geoengineering methods are defined, carbon dioxide removal (CDR) and solar ra-

diation management (SRM), they are discussed in Sections 1.4.2 and 1.4.3 respec-

tively. Care should be taken with the use of the term geoengineering as it is possible

to describe anthropogenic climate change as an engineered result. To prevent con-

fusion, in this work geomodification is used to describe the unintentional changes

to the climate system with geoengineering reserved for active attempts to remedy

the problem of climate changes. An example of geomodification is the desertifi-

cation of various areas by overzealous grazing, or the construction of the Hoover

Dam which altered the flow of the Colorado river. The increase in evaporation from

the newly formed Lake Mead may have lasting climatic impacts that were not the

desired end result, instead the changes are byproducts of the construction of the
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FIGURE 1.2: The change in radiative forcing (W m−2) as a result of either anthro-
pogenic or natural processes. Results show the change in radiative forcing from
the preindustrial era to 2005. Positive values result in a warming of the climate

whereas negative values cool the climate. Copied from Forster et al. (2007).

dam. In contrast geoengineering is geared towards making an active change to the

climate.

1.2.2 Polar amplification

Several publications, including papers on geoengineering, find that polar regions

are preferentially warmed over the tropics as a result of increasing greenhouse gas

concentrations in the atmosphere (Bala et al., 2011; Caldeira and Wood, 2008;

Jones et al., 2009, 2011; Rasch et al., 2010). This phenomenon is known as polar
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FIGURE 1.3: Schematic of several aerosol effects on the climate. Black dots, open
circles, straight lines and wavy lines represent aersol particles, cloud droplets, so-
lar radiation and terrestrial radiation respectively. A large number of smaller cloud
droplets exists in a perturbed cloud as both anthropogenic and natural aerosol can
form cloud condensation nuclei. Originally published in Forster et al. (2007). See

also Section 1.3.3.

amplification. Several observed and theoretical results investigating polar amplifi-

cation are described in Curry et al. (1996).

There are multiple coupled mechanisms which exert an influence on the polar re-

gions. As the global temperatures increase, sea ice cover is reduced which in

turn reduces the albedo and allows more shortwave radiation to be absorbed by

the newly revealed sea surface. This absorption increases the warming and forms

a positive feedback loop (Curry et al., 1996). Results of this feedback loop in-

clude the reduction of sea ice as shown in Figure 1.4. The data in Figure 1.4 were

recorded and plotted by the National Snow and Ice Data Center1. A second feed-

back loop described by Curry et al. (1996) is based upon the increased evaporation

in a warmer atmosphere. Water vapour is a greenhouse gas and this can in turn

continue to warm the atmosphere. With a reduction in ice cover and an exposure

of more sea surface to solar radiation it is possible that water vapour levels in the

Arctic will increase rapidly and cause significant further warming.

1http://nsidc.org/arcticseaicenews/
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An investigation by Holland and Bitz (2003) with doubling atmospheric carbon diox-

ide concentration in 15 climate models found that all predicted a temperature in-

crease at 90◦ N that was at least 150 % of the global average. Of these models

six of them had over 300 % average warming in the high latitudes (Holland and

Bitz, 2003). The ice-albedo feedback process proposed by Curry et al. (1996) is

supported by the results in Holland and Bitz (2003) where the highly sensitive mod-

els are found to have a thin polar ice layer in their control experiment. The results

in Holland and Bitz (2003) are in contrast to Alexeev et al. (2005) where polar am-

plification of temperatures is still found despite the removal of the sea ice-albedo

feedback loop. These publications suggest that there are multiple mechanisms

behind polar amplification including changes in cloud cover and changes to the

meridional heat flux (Alexeev et al., 2005; Curry et al., 1996). A model independent

approach is used in Hudson (2011) where it is found that the sea ice albedo feed-

back proposed by Curry et al. (1996) produces a change in radiative forcing of 0.11

W m−2. This value increases to 0.7 W m−2 if all northern hemisphere ice were lost

for one month of the year.

1.3 Stratocumulus clouds

Stratocumulus clouds are long-lived clouds often capped with an inversion and gen-

erally found at altitudes between 1 km and 3 km. Persistent marine stratocumulus

clouds are found on the west coast of Peru, California and Angola (Hanson, 1991).

These regions have been suggested as a target for geoengineering as described in

Section 1.4.3.5. Marine stratocumulus clouds are important to the earth’s climate,

they cover ∼20 % of the earth’s surface and are responsible for reflecting ∼30 %

of incoming solar radiation back into space (Borg and Bennartz, 2007). Once a

stratocumulus deck is formed the cloud layer is maintained by cooler waters below

and is responsible for cooling the waters, this leads to a positive feedback cooling

the local climate (Hanson, 1991; Randall and Suarez, 1984). The deck cools the

waters below by reflecting away solar radiation as clouds have a higher albedo than
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FIGURE 1.4: Sea ice cover for the month of August for each year between 1979
and 2011. The black data points show satellite derived sea ice cover, the blue line

shows a least squares regression of the trend.

the sea surface. There is a large volume of research into the structure of pockets

of open cells (POC) and the associated break up of stratocumulus decks (Haman,

2009; Stevens et al., 2005; Wood et al., 2008). There are several field campaigns

looking into the mechanisms within stratocumulus clouds (Hogan et al., 2009; Ran-

dall et al., 1985; Slingo et al., 1982; Wood et al., 2011). Results from one such

study, the VOCALs-REx field campaign (Wood et al., 2011), are examined in Chap-

ter 2.

1.3.1 Formation

Marine stratocumulus clouds are formed in the atmospheric boundary layer over

oceans. Within this layer there is turbulent mixing which brings moist air into con-

tact with cooler air and condenses water vapour onto condensation nuclei. Above
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the turbulent cloud layer there is an inversion, where warm dry air is maintained

by dynamical forces above the cool moist boundary layer air (Hanson, 1991). Up-

welling cool waters also reduce the local temperature with respect to the zonal

mean and supplies cool moist air to the boundary layer. The cooling of the surface

and the strength of the inversion above prevent deep convection and form layered

clouds (Hanson, 1991). The moist air under the inversion is then able to form cloud

droplets about a condensation nucleus. These nuclei are known as cloud conden-

sation nuclei (CCN) and are formed from many sources including, sea salt aerosol,

dimethyl sulphide (DMS), sulphate aerosol and mineral dust. Typical important nu-

clei in droplets of stratocumulus clouds are organic sulphates including DMS and

sea salt particles.

1.3.2 Dissipation

The stratocumulus cloud life cycle is complex and can be broken up by several

mechanisms including pollution, precipitation, evaporation, pockets of open cell

(POC) formation and dry air entrainment (Haman, 2009; Sorooshian et al., 2010;

Stevens et al., 2005; Wood et al., 2008; Xue and Feingold, 2006). Dry air en-

trainment and turbulent mixing from above brings in air which can in certain cir-

cumstance cause the formation of cloud holes. This idea is expanded upon using

modelling studies by Haman (2009). One heavily researched topic is the formation

of POCs within the cloud sheets (Haman, 2009; Stevens et al., 2005; Wang and

Feingold, 2009; Wood et al., 2008). It is suggested that the formation of POCs is

related to convection and the local aerosol content (Wang and Feingold, 2009) and

the fraction of water vapour below the cloud (Haman, 2009; Stevens et al., 2005).

Precipitation occurs when the droplets grow to a size where they are no longer

dynamically supported by the cloud updrafts and gravity dominates. This causes

a reduction in liquid-water path, thinning the cloud as water is removed from the

layer and this in turn can reduce reflectivity and increase evaporation. Furthermore
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precipitation is capable of starting a cool air downdraft (Stevens et al., 2005; Wood

et al., 2008).

It was noted during the VOCALs-REx field campaign that the stratocumulus decks

form during the night. The deck breaks up during the day into an open cellular

system by the afternoon and reforms into a complete sheet during the night as

shown in Figure 1.5. The deck forms during the night and persists through the

morning. By noon local time the cloud deck begins to break up into a closed cellular

structure (Figure 1.5(c)). By afternoon local time the deck is almost completely

broken into open cellular clouds as (Figure 1.5(d)). In the evening and into the

night the deck reforms (Figure 1.5(f)). Over night it is possible for the boundary

layer to become decoupled from the surface layer (Wood and Bretherton, 2004), as

the longwave radiation cools the surface and forms a stable layer, the decoupling

breaks down in the morning when solar radiation warms the surface and warm air

parcels begin to rise. The initiation of closed cellular convection (Figure 1.5(c))

is also noted in Stevens et al. (2005) where an increase in precipitation is also

recorded. It is noted in simulations performed in Wang and Feingold (2009) that

open cells do not form in the polluted regime.

1.3.3 Aerosol effects

Aerosols effects on clouds are complex and have been studied in depth by both

observations and modelling studies (Sorooshian et al., 2010). Indirect effects of

aerosols were suggested by Twomey (1974). It is postulated that aerosol particles

could increase the albedo of clouds by increasing the number of droplets while leav-

ing the original liquid water content unaffected. This concept is then expanded upon

in Twomey (1977) where impacts on optical thickness are investigated. These pro-

cesses can however lead to a shorter cloud lifetime as the cloud droplets can be re-

duced to a size where they are readily evaporated and cause the cloud to dissipate

(see Figure 1.3). A second indirect effect is proposed by Albrecht (1989) whereby

the larger number of smaller droplets would take longer to form large droplets and
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(a) Infrared image from GOES-10 over the VOCALs-
REx experimental region taken at 06:28 UTC 26th Oc-
tober 2008.

(b) Infrared image from GOES-10 over the VOCALs-
REx experimental region taken at 12:28 UTC 26th Oc-
tober 2008.

(c) Infrared image from GOES-10 over the VOCALs-
REx experimental region taken at 15:28 UTC 26th Oc-
tober 2008.

(d) Infrared image from GOES-10 over the VOCALs-
REx experimental region taken at 18:28 UTC 26th Oc-
tober 2008.

(e) Infrared image from GOES-10 over the VOCALs-
REx experimental region taken at 23:28 UTC 26th Oc-
tober 2008.

(f) Infrared image from GOES-10 over the VOCALs-
REx experimental region taken at 03:58 UTC 27th Oc-
tober 2008.

FIGURE 1.5: Series of infrared satellite photos from Channel 4 (10.7 µm) of the
GOES-10 satellite showing the breakup and reformation of a stratocumulus deck
during the day. Images were recorded during the VOCALs-REx field campaign.
Brightness temperature shown on the right hand side of each plot with the data

range between 270 K and 295 K. All times are UTC, where local time is UTC-4.
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(a) Image recorded using 2.1 µm satellite band show-
ing a ship track.

(b) The cloud droplet effective radius calculated using
a 2.1 µm satellite image. The polluted areas are shown
with a smaller droplet radius than the unpolluted area
away from the ship track.

FIGURE 1.6: Satellite photo of a ship track and the change in droplet effective
radius observed near the ship track. Originally published in Segrin et al. (2007).

rain out. This lengthens the lifetime of the cloud. The first and second indirect

effects of aerosols on clouds are noted in the legend in Figure 1.3. The work of Al-

brecht (1989) is investigated in Lee and Penner (2011) where it was found that

paramtrisations which only include the response of clouds to the liquid water path

are incorrect and that these could lead to large errors in climate model predictions.

An example of the first indirect effect is the phenomenon of ship tracks where the

exhausts from shipping are a source of aerosol which then pollutes the clouds and

brightens them (Segrin et al., 2007). An example ship track and the effect of pol-

lution on the cloud droplet effective radius is shown in Figure 1.6. It can be clearly

seen in Figure 1.6 that the droplet effective radius is reduced nearer the ship track.

Ship tracks are shown to increase the cloud top height, liquid water path and optical

depth (Christensen and Stephens, 2011). It is found in one study that increasing

the number of droplets within a cloud does lengthen the cloud lifetime but only to a

point; if a cloud becomes over polluted then an entrainment-evaporation feedback

can start and evaporate the cloud significantly faster (Xue and Feingold, 2006).

Aerosol effects are pinpointed as a key component of the formation of POCs and it

is found that in the case of a highly polluted environment that POCs do not form as

readily (Wang and Feingold, 2009).
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FIGURE 1.7: The potential impacts of increasing global mean annual surface tem-
perature. The red line shows the historical track with two potential climate scenar-
ios shown in grey. Colours indicate the temperature changes with the black text
on the right showing the expected impacts at each temperature level (Parry et al.,
2007). White text is used to replace the original black text for the top four lines to

increase readability.

1.4 Geoengineering

Geoengineering is the term used to describe an active modification of the climate

to achieve a set goal. A goal could be removing greenhouse gases or restoring the

polar ice caps to preindustrial levels. Geoengineering can be considered an active

approach to slowing global warming with the aim of reducing the damage done by

meteorological disasters such as droughts or severe storms, or undoing damage

done by anthropogenic pollution. An example of the potential changes as a result

of climate change is shown in Figure 1.7 (Parry et al., 2007). It can be seen from

Figure 1.7 that a temperature increase of as little as 2 K could lead to extinctions,

coral bleaching and reduction in rainforests.

There are two distinct styles of geoengineering each with several possible imple-

mentations. Techniques termed Carbon Dioxide Removal (CDR) involve removing

the greenhouse gases from the atmosphere while Solar Radiation Management
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FIGURE 1.8: Schematic of several geoengineering methods. SRM methods re-
flect away solar radiation and CDR methods sequester carbon dioxide from the
atmosphere. Solid arrows, hollow arrows, downward grey arrows, upwards grey
arrows and dotted vertical arrows represent solar radiation, enhanced natural car-
bon flows, engineered carbon flows, engineered water flows and sources of cloud

condensation nuclei respectively. Copied from Lenton and Vaughan (2009).

(SRM) methods reduce incoming radiation and provide a stop-gap against the most

damaging effects of climate change. A schematic of several geoengineering meth-

ods is shown in Figure 1.8.

1.4.1 Models used to simulate geoengineering

Many models and model types are used to analyse the climate impacts of geoengi-

neering. Models may simulate the atmosphere, ocean, land surface, carbon cycle,

vegetation, ice cover or a combination of these. When analysing the ocean there is

also the option of using either a slab ocean or a full ocean. Reducing the number

of components in the model reduces the time taken to run numerical experiments
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at the expense of reliability. The majority of models use one of an atmosphere

only, atmosphere and slab ocean or atmosphere and full ocean. An atmosphere

only model contains set fluxes from the surface and changes cannot affect ice or

water temperatures. A slab ocean responds to atmospheric heating and provides

dynamic moisture fluxes but does not simulate changes to large scale circulation.

A full ocean contains oceanic overturning and the ability for ice and temperature

changes to feedback into the atmosphere. The differences between the HadGEM1,

HadGEM2, HadCM3 and NCAR CCM models are discussed in Appendix 1.

A known weakness of climate models is the representation of the tropical climate,

especially precipitation. An investigation into the ability of the HadGEM1 model

used in this work to represent global precipitation is shown in Section 3.2.2 and is

discussed in Section 2 of Latham et al. (2012).

1.4.2 Carbon Dioxide Removal

Carbon Dioxide Removal techniques include air capture (Lackner et al., 1999),

ocean fertilisation (Martin, 1990) and forest management (Read et al., 2001). These

methods have the added advantage that if they are successful then the problem of

increased levels of atmospheric carbon dioxide is ‘resolved’. These methods do

not directly affect the methane burden in the atmosphere nor do they remove other

warming gases. An example of a modified version of Figure 1.2 is shown in Fig-

ure 1.9, this plot shows the possible radiative impacts of reducing the atmospheric

carbon dioxide fraction.

1.4.2.1 Ocean fertilisation

Ocean fertilisation removes carbon dioxide from the atmosphere increasing the

amount of carbon dioxide taken up by phytoplankton in the ocean. The amount

of plankton in the ocean is limited by nutrient fraction, the commonly lacking nu-

trients are iron (Fe), phosphorous (P) and nitrogen (N) (Lampitt et al., 2008). The
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FIGURE 1.9: A modified version of Figure 1.2 displaying the desired changes to
the radiative forcing (W m−2) caused by CDR. The green bar shows the possi-
ble effects of geoengineering and the orange bar in the final row shows the total
changes. This figure is not balanced and does not take into account any secondary
effects of reducing carbon dioxide. The change made is arbitrary and is designed

solely to indicate the desired impacts of CDR.

ratio of these elements in algal tissues is 106:16:1:0.001 C:N:P:Fe (Redfield, 1934).

The effects of adding iron to an iron poor environment would increase the plankton

amount and reduce the volume of nitrogen and phosphorous available downstream

of the seeding region (Lampitt et al., 2008). This could have a devastating effect on

the marine ecosystem and lead to the creation of dead zones within the ocean (Diaz

and Rosenberg, 2008). It is further found that a global seeding program would be

required to remove up to 1 Gt carbon/yr from the atmosphere, while anthropogenic

activities are adding 8.5 Gt carbon/yr (The Royal Society, 2009). Therefore any
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deployment of ocean fertilisation requires additional CDR techniques be used con-

currently to achieve a carbon neutral result.

1.4.2.2 Forest management

Forest management is another method of CDR based around enhancing photosyn-

thesis rates. Within the forest system it is possible to increase the volume of car-

bon dioxide removed by reforesting deforested areas, afforesting previous barren

areas, increasing the efficiency of forests at removing carbon dioxide or reducing

degradation. Each of these methods is mentioned and described in Canadell and

Raupach (2008). It is found that tropical deforestation is responsible for emissions

of 1.5 Pg carbon/yr (1Pg ≡ 1Gt) (Canadell and Raupach, 2008). Tropical forests

are known to hold approximately 550 Gt carbon and are capable of sequestering

carbon at a relatively high rate (Naidoo et al., 2008). As reforestation is relatively

well understood certain schemes can be started with little delay and it is possible

to remove 0.4 Gt carbon/yr by 2030, however this result is still dependent on in-

vestment (Canadell and Raupach, 2008). Several of the strategies within forest

management could be considered mitigation techniques. However as with active

geoengineering, large scale deployment of a mitigation technique requires careful

study. An issue with reforestation or afforestation is the creation of organic aerosol

products which can lead to a warming of the local region. These aerosol are com-

monly formed from isoprene and other related aromatic compounds which may in

turn seed clouds (Claeys et al., 2004).

1.4.2.3 Air capture

Air capture reduces the amount of carbon dioxide in the atmosphere directly. The

fraction of carbon dioxide in ambient air is found to be ≈ 390 ppm. It is possible to

deploy air capture over a large area while not denying the use of the land for other

purposes (Lackner et al., 1999). An example of this would be mounting the cap-

turing devices in farmland or uninhabitable regions. It is proposed that air capture
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be done using either highly alkaline solutions (Stolaroff et al., 2008), moderately

alkaline solutions with the aid of enzymes (Bao and Trachtenberg, 2006) or onto

solids (Lackner, 2009). Each method has advantages and disadvantages primarily

related to availability of the raw materials. Furthermore the captured carbon dioxide

will need storage and this has not been fully explored (The Royal Society, 2009).

Suggested storage locations include former oil and gas fields. Another use for the

captured carbon is to create a carbon neutral economy or energy sector, where the

captured carbon is used as a fuel source however this proposal requires further

investigation (The Royal Society, 2009). Capture direct from a power plant can be

done in a relatively high carbon dioxide atmosphere at the source which will not

require deployment over a large area.

1.4.3 Solar Radiation Management

The second approach to geoengineering centres on reducing the amount of incom-

ing solar radiation to balance the warming effects of greenhouse gases. These

methods do not have the advantage of CDR as they are treating the symptoms

not the problem but they allow the ‘buying of time’ to reduce the amount of green-

house gases in the atmosphere. SRM geoengineering schemes include space mir-

rors (Govindasamy and Caldeira, 2000), sulphate aerosol injection (Crutzen, 2006),

land surface change (Lenton and Vaughan, 2009), oceanic microbubbles (Seitz,

2011) and MCB (Latham, 1990). The blue bars shown in Figure 1.2 are the aerosol

impacts on the climate system split into direct and indirect effects. SRM schemes

such as sulphate aerosol and MCB are designed to increase the size of these blue

bars to counteract the warming caused by greenhouse gases. An example of a

modified version of Figure 1.2 is shown in Figure 1.10, where projected changes in

aerosol forcings are used to balance the warming caused by an increase in anthro-

pogenic greenhouses gas concentrations. These effects act to raise the planetary

albedo by a small but significant amount. It is suggested that a change of 1 % in
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FIGURE 1.10: A modified version of Figure 1.2 displaying the desired changes to
the radiative forcing (W m−2) caused by some SRM methods. The green bars show
the possible effects of geoengineering and the orange bar in the final row shows
the total changes. This figure is not balanced and does not take into account any
secondary effects of increasing aerosol fractions. The change made is arbitrary

and is designed solely to indicate the desired impacts of SRM.

the planetary albedo would be sufficient to offset the 3.7 W m−2 warming resulting

from the doubling carbon dioxide (Donohoe and Battisti, 2011).

1.4.3.1 Space Mirrors and Reduced Insolation

Space mirrors reduce incoming solar radiation by deflecting a portion of the radia-

tion away from the earth. A possible position for the mirrors would be at Lagrange

point 1 which is around 1.5 million km from the Earth, as it is an energetically
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favourable position for the mirrors and will prolong their lifetime (Govindasamy and

Caldeira, 2000). Lagrange point 1 is a region where there is a minima in the grav-

itational potential of a body in the Earth-Sun system. According to model work

done by Govindasamy and Caldeira (2000) a reduction of incoming radiation of

1.8 % would be sufficient to negate the radiative forcing increase caused by dou-

bling carbon dioxide from 280 ppm to 560 ppm. The results from the slab ocean

- atmosphere version of the NCAR CCM v3 show that in a double carbon dioxide

concentraction atmosphere with reduced insolation the surface temperature, total

daily precipitation and sea ice fraction are relatively unchanged with respect to a

control atmosphere with standard insolation. It is however found that the reduction

of solar radiation causes a cooling of the stratosphere which could further exacer-

bate ozone depletion. This work is expanded upon in Govindasamy et al. (2003)

and Lunt et al. (2008) who suggest a reduction in solar radiation of 3.6 % and 4.8

% respectively. It is possible to tune the reduction of the solar constant using the

2 m global average temperature, however this does not ensure that temperatures

at 2 m are all the same as the control (Lunt et al., 2008). There is a distribution of

the temperature change, with a cooling compared to the control in the tropics and

a warming in the high latitudes, the latter of these leading to a reduction in sea ice.

Both Govindasamy et al. (2003) and Lunt et al. (2008) find a reduction in precipita-

tion rates. However, in Govindasamy et al. (2003) this reduction is found to be less

than the change in precipitation caused by quadrupling atmospheric carbon dioxide

concentrations. The simulations in Lunt et al. (2008) are found to be too short to

assess changes in oceanic circulation while increasing the strength of the Walker

circulation in the atmosphere.

Further work presented in Caldeira and Wood (2008) shows the use of the NCAR

CAM v3.1 which contains a full atmosphere model an interactive land surface model

and a thermodynamic ice sheet model. The absence of an ocean within the model

prevents influences from oceanic circulation and the long timescale changes that

are associated with oceanic overturning. They perform simulations including a con-

trol, a doubled carbon dioxide atmosphere and geoengineered runs based on the



Chapter 1. Introduction 21

(a) Change in near surface temperature as a result of
doubling carbon dioxide (K).

(b) Change in near surface temperature as a result of
insolation reduction of 1.84 % in a double carbon diox-
ide atmosphere (K).

FIGURE 1.11: Change in near surface temperature (K) as a result of doubling
carbon dioxide and as a result of reducing insolation by 1.84 % in a double carbon

dioxide atmosphere, originally published in Caldeira and Wood (2008).

double carbon dioxide atmosphere with a reduction in solar insolation at various

locations across the globe. In a different approach to previous studies, regional

seeding is investigated in the Northern hemisphere between 61◦ or 71◦ N and the

North pole. The global insolation reduction required to counteract doubling of car-

bon dioxide is found to be 1.84 % and this formed the base for some of the regional

studies. All regional studies are done from either 61◦ or 71◦ N to the pole, in each

study the insolation is reduced and the model is left to run under the new condi-

tions. Arctic studies are done to investigate the possiblity of using geoengineering

to return the Arctic climate to a preindustrial state. Results showing the tempera-

ture effects of doubling carbon dioxide and geoengineering a double carbon dioxide

atmosphere are shown in Figure 1.11. Doubling carbon dioxide is found to cause a

significant increase in temperature at higher latitudes when compared to a control

run (Caldeira and Wood, 2008). Global seeding patterns tend to reduce temper-

atures uniformly and a warming of the higher latitudes remains under these sce-

narios. The sea ice fraction follows the temperature pattern and it can be seen in

the results that the control sea ice fraction can be maintained by any of the Arctic

seeding patterns.
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1.4.3.2 Sulphate aerosol seeding

The use of sulphate aerosol to reflect solar radiation as proposed in Global Warm-

ing and Ice Ages: I. Prospects for Physics-Based Modulation of Global Change.

(1997) is modelled in several papers (Brovkin et al., 2009; Jones et al., 2011, 2010;

Rasch et al., 2008; Robock et al., 2008; Tilmes et al., 2009). Sulphate aerosol seed-

ing aims to increase the earth’s albedo by increasing the aerosol direct effect, which

is shown as the sixth bar down in Figure 1.10. The method relies on deploying ei-

ther hydrogen sulphide, sulphur dioxide or sulphuric acid to the upper troposphere

or lower stratosphere where reactions with water forms sulphate aerosol. Across

the literature the impacts of changing the volume of sulphate, the injection height

and the aerosol distribution are investigated. Sulphate seeding utilises the aerosol

first direct effect (See Figure 1.3). This effect works by using the aerosol to scatter

the incoming radiation. From the scattering, some of the incident radiation is re-

flected back into space and this reduces the overall energy in the climate system.

The dispersion of sulphate is dependent on the seeding location and time of year:

seeding in the tropics uses atmospheric circulation to distribute the particles, while

polar seeding restricts sulphate aerosol to a smaller region.

The earlier work on sulphate seeding suggests sulphate aerosol seeding as a re-

sponse to the change in the radiation balance resulting from the use of clean coal.

The desulphurisation was implemented to reduce damaging effects on the health

of populations downwind of coal-fired power stations. This reduction of available

sulphur reduced the sulphate aerosol burden in the atmosphere and led to a warm-

ing of up to 1.4 W m−2 (Crutzen, 2006). To correct for this warming it is suggested

that 1.9 Tg sulphur could be placed into the upper atmosphere increasing the opti-

cal depth by 1.3 %. To maintain 1.9 Tg sulphur between 1-2 Tg would need to be

added every year (Crutzen, 2006). This method is then further expanded to coun-

teract the 4 W m−2 as a result of doubling carbon dioxide in the atmosphere. This

is estimated to require a sulphate loading of 5.3 Tg which would increase optical

depth by 4 %. This volume of sulphate is predicted to alter the colouring of the sky

and cause a change in sunrises and sunsets (Crutzen, 2006).
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A coupled climate-carbon cycle model including a biosphere is used in Brovkin et al.

(2009) to expand on earlier work of Crutzen (2006). To hold surface temperatures

static under a doubled carbon dioxide atmosphere it is estimated that a loading of

13 Tg S would be required. If an upper limit of 2 K of warming is set then this

burden is reduced to 9 Tg sulphur. With global average temperatures brought back

to a desired value by the aerosol, the local effects are analysed. It is found that

with 13 Tg sulphur added to the atmosphere that polar winter temperatures would

increase by more than 1 K while northern continental June, July, August average

temperatures decrease by a similar amount. Globally the precipitation is generally

not altered by more than 0.3 mm/day anywhere during the months of December,

January and February. However, in the northern hemisphere summer there is an

increase over much of India and Polynesia, with a decrease over the southern tip

of the subcontinent, South East Asia and the tropics of America. This change in

precipitation could have a drastic impact on billions of people and their livelihoods.

The warming of surface temperatures in polar regions could lead to an increase in

melting of the polar ice caps. The vulnerability of SRM to an unexpected cessation

is highlighted in both Brovkin et al. (2009) and Jones et al. (2009), if the sulphate

is no longer seeded then within 30 years it is found that Arctic winters are up to 6

K warmer and the global average temperature rapidly asymptotes to their control

run (Brovkin et al., 2009).

Simulations using the GISS atmosphere model were performed to observe the ef-

fects of different sulphate loadings in varying regions of the atmosphere in Robock

et al. (2008). The simulations are run for 40 years with the first 20 seeded, the

second decade of seeding is used for analysis and the remaining time is used to

investigate the effects of stopping seeding. Like Brovkin et al. (2009), they find

that stopping geoengineering leads to rapid warming in the subsequent years and

it takes around 30 years for the simulation to start matching the control run. These

results are shown in Figure 1.12. Injection of sulphur dioxide at a rate of 5 Tg/yr

in the tropics provides a stronger reduction in surface air temperature than 3 Tg/yr
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across the Arctic, with both having a negligible effect on precipitation. This cor-

relates with the change in September snow and ice fraction found over the Arctic

during the second decade of seeding in the experiment. The use of temporal and

global averages smooths over the local and time dependent effects that geoengi-

neering could have. Over the northern hemisphere summer Arctic seeding warms

the Antarctic, North Africa, North India and western Russia while causing a cooling

over central Russia. Tropical seeding for the same time period results in a near

uniform cooling over the globe with hot spots over India and Antarctica. In the

northern winter, Arctic seeding has a significant warming effect on the Arctic cli-

mate while under tropical seeding the cooling is more uniform with the exception of

the Labrador Sea (Robock et al., 2008).

Rasch et al. (2008) investigate the effects of particle sizes within sulphate aerosol

seeding. Using the NCAR CAM3 model, a full atmosphere is coupled to a slab

ocean. It is found that injection of 1 Tg sulphur/yr of small particles is almost as

effective at cooling the climate as 2 Tg sulphur/yr of large particles. The larger

number of smaller particles are more effective at reflecting away solar radiation

than the larger particles. The large particles in the model have a mean effective

radius that is close to 2.5 times that of the small particles (0.43 µm and 0.17 µm

respectively). A cooling of 0.8 K is found using 2 Tg sulphur/yr of small particles in a

double carbon dioxide atmosphere, whereas using the same flux of large particles

there is still a warming of 0.7 K when compared to a control atmosphere. Seeding

with 1 Tg sulphur/yr provides a moderate value of cooling compared to the control

run, but the cooling is insufficient to prevent ice loss and surface temperature in-

crease. Doubling this seeding rate provides a cooling of surface temperatures and

increases the sea ice fraction.

The addition of sulphate to the atmosphere can have an effect on the chemistry

present and this is investigated in Tilmes et al. (2009). The WACCM3 model, a fully

interactive chemistry climate model with a slab ocean is used to investigate the ef-

fects of stratospheric aerosol on several quantities. A seeding of 2 Tg sulphur/yr

is used to simulate geoengineering the atmosphere. Sulphate seeding is found
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to cool the atmosphere between the surface and 15 km but induce a warming be-

tween heights of 20 km and 30 km which can exacerbate ozone loss. The WACCM3

model contains stratospheric chemistry which is not present in CAM3. The addition

of chemistry results in warmer surface temperatures in the model and significantly

reduces the cooling present in Antarctica when compared with CAM3 results. De-

spite this warming found with the chemistry scheme there is still an increase in

northern polar sea ice fraction. The addition of sulphur into the stratosphere also

reduces ozone fractions and this in turn influences other chemical species. It is

noted that the injection of 2 Tg sulphur/yr is able to delay warming by roughly 40

years as a result of continuing increases in the atmospheric carbon dioxide con-

centration.

The Met Office Unified Model Version 6.6 (known as HadGEM2) is a fully coupled

atmosphere - ocean model. HadGEM2 is used in Jones et al. (2011) to investi-

gate the impacts of SRM via sulphur dioxide (SO2) and MCB (see Section 1.4.3.5).

Stratospheric sulphate seeding is found to reduce global average temperatures, this

acts against the warming as a result of increasing greenhouse gas levels. In the

decade where a balance is achieved between the increasing temperatures from

greenhouse gases and the decreasing temperatures from stratospheric sulphate

the analysis is performed. In a comparison between the geoengineered system

and the control system it is found that there is a greater warming of the poles than

the mid latitudes, furthermore there is a noticeable drop in precipitation over the

Amazon and South East China. In line with the increasing temperatures there is a

reduction in sea ice fraction in both the North and South poles. The radiative flux

perturbations as a result of geoengineering via stratospheric sulphate or MCB are

shown in Figure 1.13. This highlights the near uniform nature of the cooling due to

stratospheric seeding.

The HadGEM2 and GISS ModelE models are compared in Jones et al. (2010).

Both models are seeded with 5 Tg sulphur/yr and it is found that HadGEM2 re-

tains a loading of about 70 % of that of GISS ModelE, indicated that deposition

rates are higher in HadGEM2. The higher loading in GISS ModelE is reflected
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in both the aerosol optical depth and the change in shortwave radiation. The ef-

fect of stopping geoengineering is investigated in Jones et al. (2010) where it is

found that HadGEM2 warms quickly to the original A1B simulation. After stop-

ping geoengineering the GISS ModelE simulates a quick warming for seven years

and then warms at a slower rate until the geoengineered simulation matches A1B.

The changes in annual surface temperature and June, July, August precipitation

rate are shown in Jones et al. (2010) where the results from HadGEM2 show a

larger cooling and less drying than the GISS ModelE results. The changes in ice

cover as a result of sulphate seeding are also investigated. However only results

from HadGEM2 are published. The results show an increase in both northern and

southern hemisphere ice cover (Jones et al., 2010).

The HadCM3L model is used by Ricke et al. (2010) to perform multiple simula-

tions of potential sulphate seeding schemes with time dependent changes in optical

depth. The purpose of the work is to identify if it is possible to use a SRM method

to restore both surface air temperature and precipitation over 23 large regions. An

increase in aerosol optical depth results in a reduction in both surface air temper-

ature and precipitation with precipitation continuing to decline while temperatures

remain stable. (Ricke et al., 2010).

Work by Volodin et al. (2011) investigates the impacts of changing the height of

sulphate aerosol seeding using the INMCM model. The model is seeded with 2

Tg/yr sulphate at varying heights and latitudes with temperature, precipitation and

ozone change recorded. The results show that injections in 2 km bands between

20 km and 28 km between 0◦ and 10◦ latitude are most effective at cooling the

planet. Furthermore Volodin et al. (2011) like Tilmes et al. (2009) shows a warming

of the stratosphere while cooling the troposphere.

The idea of sulphate seeding is introduced to counter the reduction in aerosol num-

ber density as a result of clean coal regulations. Cleaning the sulphur from coal

burned in power stations removed a source of sulphur dioxide which is known to

have an adverse effect on health and the biosphere. The result of this is a significant

reduction in the amount of sulphate aerosol in the atmosphere, this in turn leads
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FIGURE 1.12: Global average surface air temperature anomaly (K) from 1951-
1980 mean for four climate simulations. Observations shown in green, A1B in red,
Arctic 3 Mt/yr in blue, tropical 5 Mt/yr in black and tropical 10 Mt/yr in brown. Copied

from Robock et al. (2008).

to an increase in solar radiation reaching the surface. The results from Brovkin

et al. (2009); Jones et al. (2011, 2010); Rasch et al. (2008); Robock et al. (2008);

Tilmes et al. (2009) can be found in Table 1.1. The loadings required to counter

climate change vary between 5.5 Tg in Rasch et al. (2008) and 9 Tg from Brovkin

et al. (2009). Work by Jones et al. (2011, 2010); Rasch et al. (2008); Robock et al.

(2008); Tilmes et al. (2009) produce a rate of sulphate addition instead of a total

loading. This rate is found to be as high as 5 Tg/yr from Jones et al. (2010); Robock

et al. (2008) and as low as 2 Tg/yr in Rasch et al. (2008); Tilmes et al. (2009). The

lower rate is supported in work by Jones et al. (2011) where 2.5 Tg/yr is capable of

returning an IPCC A1B (Defined in Solomon et al. (2007)) increase in greenhouse

gases to the same temperature as a control atmosphere after 35 years.
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Publication Model Sulphate volume Precipitation effects Sea ice change

Brovkin et al. (2009) CLIMBER 2.3 9 Tg -1 % N/A
Robock et al. (2008) GISS-E 5 Tg/yr 1.7 % Increase
Tilmes et al. (2009) WACCM3 2 Tg/yr < -0.1 mm/day ± 5 %
Rasch et al. (2008) NCAR CAM3 5.5 Tg 2 Tg/yr N/A Increase

Jones et al. (2010) HadGEM 2 5 Tg/yr -0.041 mm/day (JJA)
NH + 0.011
SH + 0.004

Jones et al. (2010) GISS-E 5 Tg/yr -0.061 mm/day (JJA) N/A
Jones et al. (2011) HadGEM 2 2.5 Tg/yr -0.065 mm/day Decrease

TABLE 1.1: Model results showing the effects of differing volumes of sulphate seeding on precipitation and sea ice fraction from Brovkin
et al. (2009); Crutzen (2006); Jones et al. (2011, 2010); Rasch et al. (2008); Robock et al. (2008); Tilmes et al. (2009). Within the
sulphate volume column, burdens are shown in plain text while rates are in italics. Precipitation is shown either in mm/day or percentage
change, the precipitation results for Jones et al. (2010) are for the months of June, July and August (JJA). Sea ice changes are

qualitative with the exception of results from Tilmes et al. (2009) and Jones et al. (2010).
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(a) Change in radiative flux difference (W m−2) as a
result of stratospheric sulphate seeding of 2.5 Tg/yr in
an increased carbon dioxide atmosphere as shown in
Figure 1.a of Jones et al. (2011)

(b) Change in radiative flux difference (W m−2) as
a result of MCB in three regions of marine stratocu-
mulus clouds to a cloud droplet number concentration
of N=375 cm−3 in an increased carbon dioxide atmo-
sphere as shown in Figure 1.b of Jones et al. (2011)

FIGURE 1.13: The change in radiative flux difference (W m−2) as a result of either
seeding 2.5 Tg/yr sulphate (Figure 1.13(a)) or increasing the CDNC to 375 cm−3

in three marine regions (Figure 1.13(b)). These figures were copied from Jones
et al. (2011).

1.4.3.3 Land use change

Land use change is the concept of altering the surface of the Earth to exert a

change on the radiative balance of the climate system. Several approaches are

suggested, including increasing the albedo of deserts, grasslands, crops and fully

developed urban environs. All of the above are investigated in both The Royal

Society special report on geoengineering (The Royal Society, 2009) and Lenton

and Vaughan (2009). Both publications arrive at the conclusion that changing urban

regions will not achieve a noticeable reduction in radiative forcing. If larger scale

areas such as deserts are modified then it is found by Lenton and Vaughan (2009)

that a change of 2.12 W m−2 is possible. The suggested method for altering the

albedo of a desert is to manufacture and deploy a white polythene sheet over an

aluminium base (Lenton and Vaughan, 2009).
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1.4.3.4 Oceanic microbubbles

Oceanic microbubbles is the sea based equivalent of land use change where the

albedo of the oceans is increased. The ocean absorbs a large fraction of the incom-

ing solar radiation and if this is reduced it would be possible to cool the globe (Seitz,

2011). The NCAR CAM3 is used to investigate the impacts of changing ocean sur-

face albedo by 0.05. The increase in ocean surface albedo resulted in a change

in clear sky albedo of 0.031 and reduced global average temperatures by 2.7 K in

a double carbon dioxide concentration atmosphere (Seitz, 2011). The impacts of

using an atmosphere only model as opposed to a coupled full atmosphere - ocean

model are discussed in Section 1.4.1.

1.4.3.5 Marine Cloud Brightening

Marine Cloud Brightening (also known as cloud whitening or cloud brightening) is

a geoengineering scheme originally proposed by John Latham in a letter to Na-

ture (Latham, 1990). Marine cloud brightening counteracts the decrease in long-

wave radiation from increasing greenhouse gas concentration by increasing the

outgoing shortwave radiation flux by creating brighter, more reflective clouds. A

large fraction of the modelling work discussing MCB uses the Met Office Unified

Model (UM) series of models (Jones et al., 2009, 2011; Latham et al., 2012, 2008).

The NCAR CCM3 used in Rasch et al. (2008) is also used in Bala et al. (2011);

Rasch et al. (2010) while GLOMAP is used by Korhonen et al. (2010). MCB is

modelled in two distinct manners, either a modification of the global marine atmo-

sphere or in specific regions. Work done in Latham et al. (2008) suggests doubling

carbon dioxide would decrease upwelling longwave radiation at the top of the at-

mosphere by 4 W m−2.

Results from the HadGAM model suggest that seeding stratocumulus clouds over

the entire ocean would lead to a reduction in radiative forcing which is induced by
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doubling carbon dioxide (Latham et al., 2008). The seeding of all marine stratocu-

mulus clouds leads to a significant reduction in the cloud drop effective radius and

an associated increase in the liquid water path, brought on by the reduction in evap-

oration from brighter clouds. Seeding three regions of marine stratocumulus cloud

is also shown to reduce the radiative forcing locally, a result repeated in Jones et al.

(2011). In the same paper using the NCAR CAM, it was found that seeding 75 %

of the ocean would be the most efficient method for increasing shortwave cloud

forcing (Latham et al., 2008) however reasons for this result were still under investi-

gation. The work of Latham et al. (2008) on the technological requirements of MCB

is expanded upon in Salter et al. (2008).

A proposed method of achieving the required change in CDNC for MCB is using

wind-powered GPS guided ships to disperse small droplets to act as nuclei. An

artists impression of one such vessel is shown in Figure 1.14. The ships would

use Flettner rotors as a power source, the rotor design enables the vessel to sail

more directly into the wind than a sail based ship, stop, and turn about its own

axis (Salter et al., 2008). In addition the rotors require far less rigging than an sail of

equivalent area. The goal of the ship design includes an inboard spray generation

system which will create 0.8 µm monodisperse water droplets to act as CCN. The

spray system is also designed to be self cleaning and resistant to biological build

ups (Salter et al., 2008).

For MCB smaller regions have been investigated that for sulphate seeding, one

example is three region seeding. The three regions can be seen in blue in Fig-

ure 1.13(b). Three region seeding applies to 5 % of the marine stratocumulus

clouds (3.3 % of the global surface). These regions are later used in Jones et al.

(2011). The HadGEM2 model is used and sets the cloud droplet number con-

centration to N=375 cm−3 (Jones et al., 2009). MCB reduces the global average

temperature while increased carbon dioxide increases temperatures. Temperature

anomolies are measured against values taken as preindustrial. In an investigation

of the impacts of cessation of geoengineering a simulation is run where geoengi-

neeing stops when the increase in temperature from greenhouse gases equals the
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FIGURE 1.14: Artists impression of a ship designed to disperse sea salt particles
to act as condensation nuclei within clouds (Salter et al., 2008). The three masts
are clockwise rotating Flettner rotors with Thom fences. The prevailing wind is from

the right of the image and the ship would move to the left.

decrease in temperature from MCB. In this case it is found that it takes less than

25 years for the global average temperatures to return to the levels in the A1B

scenario (Jones et al., 2009). A plot showing the temperature tracks for three sim-

ulations, MCB, MCB turned off and A1B is shown in Figure 1.15.

Further work in Jones et al. (2011) uses the same model as their previous paper

and shows the change in short wave cloud forcing (SWCF) as a result of seed-

ing in three regions. When the global average temperatures of the geoengineered

scenario are the same as the 1990 - 2000 average again it is found that cooling is

strongest in the Arctic but it is not strong enough to overcome the warming from

doubling carbon dioxide. The change in sea ice fraction responds to the temper-

ature and in the case of increasing carbon dioxide the sea ice fraction is reduced.

However when MCB is used the sea ice fraction does increase. The radiative flux

perturbation from these experiments is shown in Figure 1.13(b).

The NCAR CCSM is used in Rasch et al. (2010) where instead of seeding three

fixed regions the approach selected the clouds with the lowest CDNC. The NCAR

CCSM runs at a slightly lower resolution than the HadGEM2 model used by Jones
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FIGURE 1.15: The temperature anomaly for three geoengineering simulations,
A1B in red, MCB in three regions of marine stratocumulus clouds in blue and MCB
in three regions of marine stratocumulus clouds ceasing after 25 years in green.

Originally published in Jones et al. (2009).

et al. (2009, 2011) (See Appendix 1). Modification of the CDNC is to a value of 1000

cm−3 and the distribution of modified clouds changes for each month. In addition

to a control and a double carbon dioxide simulation four seeding scenarios are

investigated, seeding 20 %, 30 %, 40 % and 70 % of the ocean surface. Doubling

atmospheric carbon dioxide concentration increases the polar temperatures more

than the tropics and this in turn has a large effect on the sea ice fraction at the poles.

Investigating the effects of 20 % seeding is restricted to the change in surface

temperature where the majority of the cooling follows the seeding pattern. The

40 % seeding case reduces magnitude of sea ice lost as a result of increasing

temperatures. When 70 % of the ocean is seeded then the surface temperature

is reduced below the control experiment and a significant amount of sea ice was

reformed around Antarctica.

Changes to the marine cloud droplet effective radius were investigated in Bala et al.

(2011), this is an alternative approach to changing the cloud droplet number to a

fixed value. Within the NCAR CAM the effective radius of a droplet is given to be

14 µm, this is reduced to 12 µm, 11.5 µm and 11 µm in a series of experiments.
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It is found that altering the effective radius to 11.5 µm in a double carbon dioxide

atmosphere had the least departure from the control experiment global average

surface temperature. In a comparison between the control run and the 11.5 µm

geoengineered run it is found that there is a radiative forcing difference of 0.35 W

m−2. The 11.5 µm geoengineered run contains a similar global average surface

temperature to the control run however there are differences across the land and

sea surfaces. The land surface is warmed by 0.37 K as a result of the doubling

of atmospheric carbon dioxide concentrations while the seeding cools the ocean

surface by 0.07 K. The seeding also causes a global reduction in precipitation but

this is restricted to the ocean surface while the land surface is subject to a 3.5 %

increase in annual average precipitation.

A different approach is taken by Korhonen et al. (2010), instead of using a GCM the

GLOMAP aerosol process model is used. GLOMAP is driven by offline wind and

thermodynamic fields. The mean droplet size detailed in Latham (2002) is used as

the basis for aerosol which were then processed within the model. A second ex-

periment is run with five times the defined rate (5*GEO). Within the simulations four

regions were seeded, three similar to those from Jones et al. (2009) and one more

in the Indian ocean, all are regions with low levels of condensation nuclei in the

control model experiments. The CDNC is found to generally increase when com-

pared to background levels for both cases, but in the geoengineered case there is a

slight drop in North Pacific CDNC. The values of the background number of CDNC

is investigated in Section 1 of Latham et al. (2012) where MODIS derived values

are found to be significantly smaller than those assumed in Korhonen et al. (2010).

The rate of emission of aerosol is linked to the wind speed with a maximum at 7

ms−1, and is also dependent on the assumed vertical velocity probability density

function (pdf). If the vertical velocities are too low then no amount of seeding will

result in a large enough change in CDNC. With external thermodynamics it is not

possible for the clouds to adapt to the change in aerosol loading. In both cases

there is a spike in the aerosol size distribution between 10−7 m and 10−6 m with

the 5*GEO case being significantly higher. It is also found that in the process of
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forming extra cloud droplets the sulphur dioxide and sulphuric acid concentrations

in the seeded area dropped significantly.

Analysis of satellite data to identify appropriate regions for seeding is performed

by Alterskjær et al. (2012) using the MODIS satellite instrument and the NorESM

global climate model. The susceptibility of clouds to MCB is calculated using both

satellite and model data where it is shown that the three regions specified in Jones

et al. (2009); Latham et al. (2008) are potential seeding sites. In addition to the

three regions in Jones et al. (2009) there are also regions in the Western Pacific

and the Indian Ocean, as shown in Korhonen et al. (2010), where deployment of

MCB is possible. The work in Alterskjær et al. (2012) shows a reduction in sulphate

aerosol concentration as a result of MCB which agrees with results from Korhonen

et al. (2010).

Latham et al. (2012) is a collection of work across several groups on MCB including

results from GCMs, high resolution cloud models and discussions on potential tests

of a MCB scheme. The work in Latham et al. (2012) suggests that MCB is capable

of recovering both North and South polar sea ice cover and depth. The GCM work

also finds a reduction in precipitation over the Amazon, which is consistent with

work in Bala et al. (2011); Jones et al. (2009, 2011). High resolution cloud modelling

is performed to assess the impact of ship tracks on clouds with relatively high or low

droplet numbers. The use of high resolution models allowed the investigation of the

impacts of MCB on individual clouds. Modelling the impact of sea salt on clouds

is performed to assess the optimum volume of sea salt to be added to a cloud to

attain a desired albedo change. In addition to the modelling of sea salt impacts on

clouds, work is performed on the design of the seeding ships shown in Figure 1.14.

A potential field campaign is also discussed in Latham et al. (2012) where three

phases are used to gradually increase the size of the experimental region.
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1.4.4 Assessing the effectiveness of geoengineering

The climate system is complex and subject to multiple feedbacks. This uncertainty

coupled with the experimental nature of any geoengineering scheme means that

testing a potential geoengineering method is difficult. Testing of geoengineering

via solar insolation reduction, a proxy for sulphate seeding, is performed using the

HadCM3L model (MacMynowski et al., 2011). To identify a signal in the climate

system there are three factors: the confidence in the result, the length of the ex-

periment and the magnitude of forcing change simulated by the experiment. To

identify a signal with appropriate confidence a balance between the amplitude of

the change in forcing and the length of the experiment is required. A signal from

a small change in forcing requires a longer experiment than for a larger forcing

change and this has ramifications on the design of any potential test of geoengi-

neering (MacMynowski et al., 2011).

1.5 Thesis aims

The aim of this thesis is to investigate the impacts, effectiveness and mechanisms

within the MCB geoengineering scheme. This work is an extension on numerous

previous publications on the subject of MCB including Bala et al. (2011); Jones

et al. (2009, 2011); Korhonen et al. (2010); Latham et al. (2012, 2008); Rasch et al.

(2010). A short investigation into the microphysical properties of clouds using data

from the VOCALs field campaign is shown in Chapter 2.

The bulk of this dissertation is based upon climate modelling work performed using

the HadGEM1 coupled atmosphere-ocean climate model on the HECToR super-

computer. A description of HadGEM1 is presented in Chapter 3 which description

contains information condensed from three model description papers (Johns et al.,

2006; Martin et al., 2006; Ringer et al., 2006). The main thesis aims are as follows.

1. How well does this work compare with previous results (Chapter 4)?
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a) Does HadGEM1 produce results consistent with previous work for simula-

tions of climate change?

b) Does HadGEM1 produce results consistent with previous work for simula-

tions of MCB?

2. What mechanism causes MCB to preferentially cool polar temperatures while

only modifying clouds in the tropics (Chapter 5)?

a) Do the simulations described in Chapter 4 show a cooling of polar regions

as found in Bala et al. (2011); Jones et al. (2011); Rasch et al. (2010)?

b) Is it possible to identify a mechanism for this change in polar tempera-

tures?

3. What are the impacts of MCB on the tropical climate Chapter 6?

a) How does MCB affect tropical cyclone intensity?

b) How does MCB affect temperatures in regions containing coral reefs

4. Can pseudo-random seeding of a climate model be used to identify an optimal

set of seeding regions Chapter 7?

a) Can signals from pseudo-random seeding of regions of the atmosphere

be resolved in a climate model?

b) Are these signals the same as previous results?



Chapter 2

The microphysical and radiative

properties of clouds observed

during the VOCALs-REx field

campaign

The VAMOS project is a collaborative effort between multiple universities, research

institutions and funding agencies designed to investigate American monsoon sys-

tems. The VOCALs-REx field campaign took place throughout October and Novem-

ber 2008 (Wood et al., 2011). An image displaying several features of the climate

system investigated in the VOCALs-REx field campaign is shown in Figure 2.1.

VOCALs-UK is the UK element of the VOCALs-REx field campaign which involved

people from several institutions and two research aircraft: the FAAM BAe-146 and

the NERC Dornier 228 (Allen and Abel, 2009). An investigation into the persistent

stratocumulus deck found in the VOCALs-REx field campaign was performed to

provide experimental evidence into the effects of pollution on clouds.

38
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FIGURE 2.1: A schematic of several climate features of the South East Pacific
investigated as part of the VOCALs-REx field campaign (Wood et al., 2011). The

cold water transport line follows 20◦ S when it straightens.

2.1 Results from the VOCALs-REx field campaign

In the VOCALs-REx field campaign several flights were made along 20◦ S from 72◦

W to 86◦ W. The platforms include several aircraft, the Ronald H. Brown research

vessel and soundings based at Iquique (Bretherton et al., 2010). Close to the coast

the boundary layer is approximately 1 km in depth with cloud droplet numbers up to

250 cm−3 and a limited amount of drizzle. Back trajectories from this region found

source air parcels from the Chilean coast indicating polluted air masses made up

the clouds (Bretherton et al., 2010). In contrast to this, regions west of 75◦ W are

rarely found to be made up of air parcels from the coast. In this cleaner region the

cloud droplet number decreases to 100 cm−3 from 250 cm−3 and drizzle is more

prevalent (Bretherton et al., 2010). In addition to these differences there is more

evidence of boundary layer decoupling further from the coast (Bretherton et al.,

2010). The 20◦ S flights are also part of an investigation into the marine boundary
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layer. During the campaign there was an anticyclone above the boundary layer

which produced a steady offshore wind. Below the boundary layer there was a

reduction in sea surface temperature from North to South, which did not appear to

change the atmospheric boundary layer depth (Rahn and Garreaud, 2010).

2.2 Aircraft used during the VOCALs-REx field cam-

paign

One possible use of the VOCALs-REx data is to provide evidence to assess the

possibility of utilising this region as a site for MCB geoengineering as described

in Section 1.4.3.5. Cross over events between the BAe-146 and the Dornier 228,

where the aircraft are flying close together could be used to investigate the micro-

physical and optical properties of the clouds simultaneously and possibly derive a

relationship from the resulting data.

2.2.1 Dornier 228

The NERC Dornier 228 provided remote sensing data using the AISA Dual ra-

diometer, an instrument consisting of the AISA Eagle and the AISA Hawk radiome-

ters (Wood et al., 2011). The instrument is a hyperspectral imager providing data

from significantly more wavelengths than in a multispectral imager as found on

satellites. The Eagle records images in the 400 nm - 970 nm range and at a fre-

quency of 30 Hz (Makisara et al., 1993). The Hawk has an optical range of 970

- 2500 nm within the shortwave infrared spectrum (Spectral Imaging Ltd., 2009).

When operated together as a single instrument the processing power available is

a constraining factor on the output resolutions. The Eagle is capable of producing

images 1024 pixels wide and the Hawk can produce images up to 320 pixels wide.

The resolution in the direction of the flight path is dependent on the speed of the
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FIGURE 2.2: An example image generated from uncalibrated radiances of one
band of the AISA Dual hyperspectral imager mounted on the Dornier 228 during

VOCALs-REx.

aircraft, where increasing speeds reduce the resolution. The Dual sensor is capa-

ble of producing up to 500 spectral bands across the full 400 - 2500 nm range of

the component instruments (Spectral Imaging Ltd., 2009). An example flight leg is

shown in Figure 2.2. The plot in Figure 2.2 contains uncalibrated data at a temporal

resolution of 30 Hz where the horizontal resolution is dependent on the airspeed

and altitude of the aircraft. As a result of constraints on time it was decided that

there would be no further investigation into the hyperspectral data. Future work in

this area could look into cross over events and assigning them to flight legs before

finding the albedo using a parametrisation or a radiative flux model.
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2.2.2 BAe-146

The FAAM BAe-146 collected both remote sensing and in situ data during the

VOCALs-REx field campaign. Several in situ instruments are used to provide verifi-

cation and redundancies in case of faults. The primary instrument for microphysical

data is the Cloud Droplet Probe (CDP), while the 2D-S is also used to record sim-

ilar data. The BAe-146 is also equipped to record radiometric data using a series

of broadband radiometers. To record shortwave radiation fluxes, two upward and

downward facing clear-domed pyranometers are used (Wood et al., 2011).

2.3 Multiple instrument albedo investigation

During the VOCALs-REx field campaign the BAe-146 flew several in-cloud flight

legs where it is possible to record microphysical data. There are several cross over

events with the Dornier 228 which could be used to perform a comparison between

the optical albedo from the Dornier and the in situ microphysics measurements.

There is also scope for investigating the comparison between high resolution data

from the Dornier 228 and the BAe-146 with the GOES-10 or MODIS satellites. As

described in Section 2.2.1 there are issues with the Dornier data therefore a new

approach was devised.

2.3.1 Cloud Droplet Probe

The CDP uses a single laser beam of wavelength 658 nm to analyse the particles

passing through a focus region. For the VOCALs-REx field campaign the instru-

ment was set to a 1 Hz data frequency with 30 size bins ranging between 1.7 µm

and 48 µm. An image showing the path of a laser after a particle is detected is

shown in Figure 2.3. Any particles incident with the beam outside the ‘depth of

field’ produce either insufficient (<4◦) or excessive (>12◦) scatter and are automat-

ically ignored by the instrument. The CDP instrument is compared against other
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FIGURE 2.3: A diagram showing the operation of the CDP. Image copied
from Droplet Measurement Technologies (2009).

instruments and is found to be susceptible to increasing liquid water content in

clouds with a droplet concentration over 200 cm−3 (Lance et al., 2010). The CDP

can also oversize smaller droplets. However this can be corrected within calibra-

tion (Lance et al., 2010). Example data from the VOCALs-REx field campaign is

shown in Figure 2.4. The effective radius is defined in Equation 2.1. The effective

radius is an area weighted radius of a droplet and is a component of the albedo

parametrisation used in Section 2.3.5. The results in Figure 2.4(a) show that the

effective radius varies between 12 µm and 18 µm while the results in Figure 2.4(b)

show that the liquid water content ranges between 0.15 gm−3 and 0.35 gm−3. The

results in Figure 2.4 show little correlation between the effective radius and the

liquid water content.

re =

∫ r2

r1

πr3n(r)dr
∫ r2

r1

πr2n(r)dr
(2.1)
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(a) Example time series of the effective radius (µm)
from the CDP instrument.

(b) Example time series of the liquid water content
(gm−3) from the CDP instrument.

FIGURE 2.4: Example outputs from the CDP using data from the VOCALs-REx
field campaign. The data used in this plot was recorded during Flight B417, which

occurred on 9th November 2008.

2.3.2 Pyranometers

Pyranometers are devices that convert incident radiation into an electrical current

that can be measured. The pyranometers are produced by Epply Laboratory and

cast in aluminium to reduce weight when attached to the aircraft (FAAM, 2011).

Radiation entering the instrument strikes a thermopile that converts the heat into

an electrical current, which in turn is recorded. The thermopile is shielded from

convection with two glass domes, which also restrict the signal to wavelengths of

between 0.3 µm and 3 µm without blocking the field of use. Beyond the clear

domed pyranometers there are two red domed instruments that focus on different

wavelengths of light. An example set of upwelling and downwelling results are

shown in Figure 2.5 for the same cloud leg as in Figure 2.4. The downwelling

radiation shown in Figure 2.5(a) ranges between 100 W m−2 and 140 W m−2 while

the upwelling radiation varies between 15 W m−2 and 45 W m−2.
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(a) Example time series of downwelling shortwave radi-
ation (W m−2) from the upward facing clear dome short-
wave pyranometer.

(b) Example time series of upwelling shortwave radi-
ation (W m−2) from the downward facing clear dome
shortwave pyranometer.

FIGURE 2.5: Example output data from the shortwave pyranometers using data
recorded during the VOCALs-REx field campaign. The data used in this plot was

recorded during Flight B417, which occurred on 9th November 2008.

2.3.3 2D-S Droplet Imager

The 2D-S Droplet Imager is either a mono or stereo probe designed to observe

small particles such as cloud droplets. The mono version of the 2D-S operates in

a similar manner to the CDP described in Section 2.3.1. The stereo version of the

2D-S has two orthogonal beams which cross at the detection point (Lawson et al.,

2006). The stereo system is designed to ignore any events when only one beam

is interrupted ensuring that all recorded events are stereo. The 2D-S is capable of

generating images and recording numeric data. An image showing the 2D-S sys-

tem for removing events which interrupt only one beam is shown in Figure 2.6. As

can be seen from Figure 2.6 the instrument has a threshold of interference required

to register a reading. Only the event shown in Figure 2.6 (a) will be recorded in the

final output, while the two coincident small particles in Figure 2.6 (b) are too small

to overcome the threshold. The large particle in Figure 2.6 (c) is only incident on

one photodiode array and therefore is ignored by the stereo instrument (Lawson

et al., 2006). For the VOCALs-REx campaign the 2D-S instrument operated with

200 size bins ranging from 15 µm to 2005 µm in a mono configuration.
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FIGURE 2.6: The logic system used in the stereo 2D-S droplet imager for particles
passing through both laser beams. Image copied from Lawson et al. (2006).

2.3.4 Flight legs

The BAe-146 is equipped with both optical and microphysical sensors and a com-

parison between albedos derived from both, while in-cloud is attempted. During

the campaign each flight leg took 10 minutes to allow use of the VACC instrument.

Each cloud is defined as a period of time where the BAe-146 is recording micro-

physical data for a minimum of 5 minutes; 19 such clouds are identified. The clouds

are then refined to remove polluted data, broken cloud or events without satellite

photos. Each of the clouds and the reason for any removal of data is included in

Table 2.1. The data from flights B408, B409, B410, B412, B413, B414 and B418

are rejected for a variety of reasons. Flights investigating pollution are not suitable

for analysing clean clouds (B413, B418). The presence of sulphate in the Aerosol

Mass Spectrometer (AMS) indicated coastal air parcels which are more likely to be

polluted and therefore B408 is rejected. Missing satellite, shortwave radiometric or

microphysical (2D-S) data requires the rejection of data from flights B410, B412,

B413 and one leg of flight B417. Two legs of flight B419 are rejected as they are

in regions of broken cloud and cloud legs of sufficient length are not possible. The
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Flight Start time (s) End time (s) Thickness (m) Removal reason

B408 12975 13645 263.8 Sulphate in AMS
B408 15506 16202 359.4 Sulphate in AMS
B408 19371 20102 316.5 Sulphate in AMS
B410 10578 11333 552.9 Bad SW data
B412 16719 17428 473.0 2D-S data missing
B412 18228 18959 419.2 2D-S data missing
B413 20552 21200 267.6 Pollution flight
B413 22674 23331 262.2 Pollution flight
B414 18068 18728 319.0 No GOES data
B417 13319 14144 558.9 Bad SW data
B417 15504 16184 464.6 Good data
B417 18058 18769 523.1 Good data
B418 14237 15071 445.7 Pollution flight
B418 12534 13227 364.7 Pollution flight
B418 23034 24049 226.4 Pollution flight
B419 10148 10492 151.7 Broken cloud
B419 11962 12672 394.6 Broken cloud
B419 14072 15422 402.3 Good data
B419 16250 17565 428.2 Good data

TABLE 2.1: Clouds investigated by the BAe-146 during the VOCALs-REx field
campaign. Start and end times are in seconds and relative to the start time of
the flight data. Cloud thickness is approximated by taking the height difference

between the top and bottom of the cloud from CDP data.

remaining four flight legs, two each from flights B417 and B419 are selected as

good data and used in the comparisons in Sections 2.3.6, 2.3.7 and 2.3.8.

With four clean clouds identified they are further refined to remove large changes

in altitude, which involved removing the start and end of the sections flight legs.

An image showing the data retained and removed from one flight leg is shown in

Figure 2.7. As is shown in Figure 2.7 the final flight leg is much flatter than a leg

covering the entire length of the in-cloud run. The four in-cloud flight runs with good

data are shown in Table 2.2. A satellite photo from the GOES-10 1 km visible radi-

ation channel for each of the four clean cloud events is shown in Figure 2.8, where

the flight leg is shown in red. For each cloud the shortwave albedo is assumed

to be the ratio of downwelling to upwelling shortwave radiation. The microphysi-

cal albedo is derived using a method described in Twohy et al. (2005) based upon
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FIGURE 2.7: An altitude track of an example flight leg, where the analysed data
is shown in red. The altitude track outside the analysed region is in blue and the

cloud start and end times are indicated by dashed black lines.

Flight Start time (s) End time (s) Thickness (m)

B417 15598 16133 464.6
B417 18136 18739 523.1
B419 14191 15396 402.3
B419 16311 17521 428.2

TABLE 2.2: Clean cloud subset analysed in the albedo investigation. All fields are
the same as in Table 2.1.

the Eddington approximation. The microphysical albedo derivation is described in

Section 2.3.5.

2.3.5 Microphysical albedo calculation

The microphysical albedo (Ac) is calculated using Equation 2.4 which is a result of

combining and evaluating constants from Equation 2.2 and Equation 2.3, where τ ∗

is the optical thickness, LWP is the liquid water path, ρw is the density of water, re

is the effective radius and g is an asymmetry factor.
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(a) Satellite photo from the GOES-10 visible radiation
imager of clean cloud event 1, the satellite photo was
recorded at 11:45 UTC on 9th November 2008. The
flight track of the BAe-146 during the clean cloud event
is shown in red.

(b) Satellite photo from the GOES-10 visible radiation
imager of clean cloud event 2, the satellite photo was
recorded at 12:45 UTC on 9th November 2008. The
flight track of the BAe-146 during the clean cloud event
is shown in red.

(c) Satellite photo from the GOES-10 visible radiation
imager of clean cloud event 3, the satellite photo was
recorded at 13:15 UTC on 12th November 2008. The
flight track of the BAe-146 during the clean cloud event
is shown in red.

(d) Satellite photo from the GOES-10 visible radiation
imager of clean cloud event 4, the satellite photo was
recorded at 13:45 UTC on 12th November 2008. The
flight track of the BAe-146 during the clean cloud event
is shown in red.

FIGURE 2.8: Satellite photos from the GOES-10 1 km visible radiation channel for
four clean cloud events. The flight track from the BAe-146 is shown in red for the

times shown in Table 2.2.
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τ ∗ =
3LWP

2ρwre

(2.2)

Ac =
0.75(1 − g)τ ∗

1 + 0.75(1 − g)τ ∗

(2.3)

Ac =

9(1−g)
8

LWP
ρwre

1 + 9(1−g)
8

LWP
ρwre

(2.4)

Each equation is dependent on a set of assumptions and requirements that need

to be met for the result to be valid. In Equation 2.2 the liquid water path is assumed

to be constant across the depth of the cloud and the droplets are assumed to be

uniform in size and shape (Stephens, 1978). In this work the liquid water path is

assumed to be the liquid water content multiplied by the cloud depth. The cloud

depth is found by taking the difference between the highest and lowest altitude

where the CDP is recording data. As this requires the aircraft to pass through the

entire cloud this reduces the number of clouds available in Table 2.2. The Eddington

approximation is shown in Equation 2.3 with an asymmetry factor of 0.85 (Twohy

et al., 2005). The Eddington approximation is shown to be weak at high values of

τ ∗. However as the nature of the clouds in question results in low values of τ ∗, the

equation is found to be suitable.

2.3.6 Satellite - Aircraft albedo comparison

Data is collected from satellites during the campaign including GOES-10, Terra and

Aqua. The MODIS instrument is mounted on the Terra and Aqua satellites, however

the satellites were not over the VOCALs-REx region for the clean clouds described

in Table 2.2. The remaining source of data used is the GOES-10 satellite, a geo-

stationary satellite based at 0◦ N and 60◦ W. The data from the satellite covers a

non-Cartesian grid and images take several minutes to be recorded. With this in

mind data is extracted as close as possible in time and space to the clean clouds.

As a result of the relatively coarse non-Cartesian satellite grid the BAe-146 results
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are averaged over several points to enable a comparison. The results of this com-

parison are shown in Figure 2.9 and it can be seen that there is very little agreement

between the aircraft shortwave albedo and the GOES-10 albedo. The equation of

the dashed line in Figure 2.9 is shown in Equation 2.5. Possible reasons for the

poor correlation include the difficultly in aligning two separate grids and the time

lag between the start and end of the satellite image. The satellite did not take the

whole image at once, instead it focused on specific points and recorded the data

before realigning on the next point. Therefore it is possible that the BAe-146 may

not be in the clean cloud region while the image is being recorded. Furthermore

the GOES-10 albedo is a broadband albedo and not a narrowband shortwave one

and thus will take into account longwave emissions, which are not recorded by the

shortwave radiometers used on the BAe-146.

ASW = −0.12AGOES + 0.60 (2.5)

R2 = 0.0319 (2.6)

2.3.7 Aircraft shortwave - CDP albedo comparison

A comparison of the albedo from the shortwave radiometers and the CDP is shown

in Figure 2.10. Uncertainties in the shortwave albedo are shown as three standard

deviations from the mean value. Several assumptions are made in Equation 2.4

which extend the uncertainty of the result. Both the effective radius and the liquid

water content carry uncertainties that have to be propagated through the parametri-

sation. Furthermore the assumption that the liquid water path is equal to the liquid

water content multiplied by the thickness leads to a large uncertainty. This is ex-

acerbated as the thickness is only found once and is based on two readings which

are several minutes apart. As a result of these assumptions a 20 % uncertainty in

the optical thickness is passed through to the final result. The line of fit between
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FIGURE 2.9: A comparison between GOES-10 satellite albedo and the shortwave
albedo from the BAe-146 during the VOCALs-REx field campaign. Data is from
four clean clouds described in Table 2.2. The dashed black line shows a 1:1 rela-

tionship.

the results is shown in Equation 2.7. Despite the large uncertainties in the results

there is a good correlation found for data based on Equation 2.4 with a R2 value of

0.87.

ACDP = 0.53ASW + 0.38 (2.7)

R2 = 0.87 (2.8)

The albedo approximation shown in Equation 2.3 has an asymmetry factor of 0.85

however the CDP described in Section 2.3.1 uniformly reflective particles. As the

results are both dependent on the asymmetry factor and the time averaging used,

a short investigation is performed on the optimum asymmetry and time averaging.

Time averaging allows the removal of extremely short scale or short lifetime events,

while increasing the asymmetry factor produces more uniformly reflective particles

as expected by the CDP. An exploration of the ‘time averaging - asymmetry fac-

tor’ vector space is shown in Figure 2.11. The asymmetry factor varies between
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FIGURE 2.10: A comparison between CDP microphysical albedo (g = 0.85) and
the shortwave albedo from the BAe-146 during the VOCALs-REx field campaign.
Data is from four clean clouds described in Table 2.2. All results are ten second

averages. The dashed black line shows a 1:1 relationship.

0.70 and 0.95 in steps of 0.01 while the time averaged over is varied between 10

seconds and 30 seconds with 1 second intervals. The aim of the exploration is to

optimise the gradient of the line of fit shown in Equation 2.7. The results in Fig-

ure 2.11 show that the asymmetry factor should be set to 0.91 to find a balance

between the original equation from Twohy et al. (2005) and the assumptions of uni-

formly reflective particles used in the CDP instrument. The time averaging of 12

seconds is also found to be optimal.

An updated version of Figure 2.10 with the new asymmetry factor and time averag-

ing is shown in Figure 2.12. The equation of the line of fit on Figure 2.12 is displayed

in Equation 2.9. The results in Figure 2.12 could be further improved with a more

accurate measure of the cloud thickness, which in turn improves the estimate of the

liquid water path, as this is the greatest source of error. The results in Figure 2.12

slightly reduce the quality of the correlation from R2 = 0.87 in Figure 2.10 to R2 =

0.86 in Figure 2.12.
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FIGURE 2.11: Investigation into the optimal asymmetry factor ‘g’ and averaging
time for use in Equation 2.3. Darker colours indicate an increase in the gradient of

the line of the best fit as shown in Figure 2.10.

FIGURE 2.12: As Figure 2.10 with an updated microphysical albedo calculation
using data shown in Figure 2.11. The new equation has an asymmetry factor (g =

0.91) and averages data over 12 second blocks.
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ACDP = 0.56ASW + 0.25 (2.9)

R2 = 0.86 (2.10)

2.3.8 Aircraft shortwave - 2D-S albedo comparison

The method used to calculate the microphysical albedo from the CDP data is

reused with the 2D-S data, (see Section 2.3.3). The formulation used is the same

as when using the CDP data shown in Equation 2.4. As the same approach is used

the assumptions in Section 2.3.7 are reused. The first few channels of the 2D-S are

found to be noisy and therefore are removed from the calculation, the smallest size

bin analysed is the 35 µm bin. The initial results from an investigation into the use of

the 2D-S derived microphysical albedo are shown in Figure 2.13. It can be clearly

seen that the clouds are in two different regimes, above and below the 1:1 dashed

line. The regimes correspond to two different flights on different days. Therefore the

flight days are separated and are shown in Figure 2.14. The equations of the black

lines shown in Figures 2.14(a) and 2.14(b) are shown in Equations 2.11 and 2.13.

The results from Figure 2.14 indicate that further work is required to find a suitable

method for calculating the microphysical albedo within clouds using the 2D-S in-

strument. The current method does appear to be able to find well correlated (R2

values above 0.8 in both cases) data for two days but it is unsuitable for identifying

an equation for use across an entire campaign or as a general case.

A2D−S = 0.55ASW + 0.38 (2.11)

R2 = 0.94 (2.12)

A2D−S = 0.59ASW − 0.013 (2.13)

R2 = 0.90 (2.14)
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FIGURE 2.13: As Figure 2.10 but for results from the 2D-S droplet imager.

2.4 Cloud droplet number concentration - shortwave

albedo comparison

The work described in Twomey (1977) suggests that increasing the cloud droplet

number concentration increases the optical depth and thus the cloud albedo. The

principle used in MCB is that the cloud albedo could be artificially enhanced by

increasing the CDNC in set regions (See Section 1.4.3.5). The results shown in

Figure 2.15 from both the CDP (Figure 2.15(a)) and the 2D-S (Figure 2.15(b))

show that the shortwave albedo does increase with increasing CDNC. The 2D-S

operates over a large size range and indicates that a maximum albedo is reached

at a concentration close to 250 cm−3, however the maximum remains the same to

concentrations of over 300 cm−3.
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(a) As Figure 2.13 showing Clouds 1 and 2 which were recorded during research flight B417. The equation
of fit is shown in Equation 2.11.

(b) As Figure 2.13 showing Clouds 3 and 4 which were recorded during research flight B419. The equation
of fit is shown in Equation 2.13.

FIGURE 2.14: As Figure 2.10 showing results from the 2D-S droplet imager for two
separate research flights.
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(a) A comparison between the CDP droplet number concentration (cm−3) and the shortwave albedo from
the BAe-146 during the VOCALs-REx field campaign. Data is from four clean clouds described in Table 2.2.

(b) A comparison between the 2D-S droplet number concentration (cm−3) and the shortwave albedo
from the BAe-146 during the VOCALs-REx field campaign. Data is from four clean clouds described in
Table 2.2.

FIGURE 2.15: A comparison between the number concentration (cm−3) from two
microphysical instruments Figure 2.15(a) the CDP and Figure 2.15(b) the 2D-S,
and the shortwave albedo from the BAe-146 during the VOCALs-REx field cam-
paign. Data is from the four clean clouds described in Table 2.2. All results are ten

second averages.
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2.5 Summary

This chapter has provided an initial investigation into the albedo of stratocumulus

clouds found in the South East Pacific during the VOCALs-REx field campaign. The

NERC Dornier 228 provides a large quantity of data, despite this there are difficul-

ties in completing the analysis. If numerical data could be derived from the Dornier

228 radiances then an investigation of multiple aircraft cross over events, looking

at both radiometric and microphysical data, would be possible. The MODIS satel-

lites are not used in Section 2.3.6 as there are no events where the BAe-146 is in

cloud during a satellite overpass. However work by Painemal and Zuidema (2011)

finds several events where the NCAR C-130 is in cloud during a MODIS overpass.

The results from Painemal and Zuidema (2011) find that MODIS generally overesti-

mates the effective radius of cloud droplets and this is reflected in the derived liquid

water path.

It is possible to generate microphysical and shortwave radiative albedos using data

recorded on the FAAM BAe-146 aircraft. The shortwave albedo is calculated from

the ratio of upwelling and downwelling shortwave radiation measured using clear

domed pyranometers. The computed microphysical albedo is based on several

assumptions including the shape of droplets and a uniform distribution of water

within a cloud (Stephens, 1978; Twohy et al., 2005). A comparison between the

shortwave radiative albedo and the satellite derived broadband albedo yielded poor

correlation with a R2 value of 0.013. This result is attributed to the difference in

resolution between the satellite and the aircraft in addition to the difficulties aligning

the grids both temporally and spatially.

A comparison between the microphysical and shortwave albedo is made using

pyranometers and two microphysical probes. The line of best fit for CDP results

from four clean clouds is shown in Equation 2.7. An expansion on the result shown

in Equation 2.7 involving the time and asymmetry parameters is undertaken and a

plot of the vector space is shown in Figure 2.11. From this exploration a new set of

parameters is found and the new line of best fit is shown in Equation 2.9. Improving
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the gradient of the line of fit does however slightly reduce the quality of correlation

between shortwave and microphysical albedos with the R2 value falling from 0.87

to 0.86 when the gradient increases from 0.53 to 0.56.

A second investigation using data from the 2D-S droplet imager splits the data in

two. As shown in Figure 2.13 there are distinct differences in the microphysical

albedo between flights B417 and B419. The results using two separate datasets,

one for each flight show good correlation (R2 > 0.8). The splitting of the dataset

into two separate flight days indicated that this method would be unsuitable for use

over an entire field campaign or as a general case. There is an inherent issue using

data collected from the CDP and 2D-S (mono configuration) with Equation 2.4; the

instruments assume uniformly reflective data however the equation requires non

uniform inputs.

MCB is based on the assumption that seeding clouds in remote marine regions

would lead to an increase in the CDNC and thus the albedo. The work shown in

Figure 2.15 supports the idea that increasing the cloud droplet number in unpol-

luted clouds, such as those away from continental coasts, leads to an increase in

albedo. The results in Figure 2.15(a) show that in the case of the VOCALs-REx

field campaign a maximum albedo is reached at a CDNC of about 250 cm−3.
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HadGEM1 model description

The Hadley Centre Global Environment Model, generally known by the acronym

HadGEM1, is version 6.1 of the Met Office Unified Model. HadGEM1 is described

in three papers- Johns et al. (2006); Martin et al. (2006); Ringer et al. (2006)

each of which references several other publications that detail the many schemes

used in the model. HadGEM1 is the successor to the HadCM3 model (Martin

et al., 2006) and precedes HadGEM2. HadGEM1 is the coupled model compris-

ing HadGAM and HadGOM the Global Atmosphere and Global Ocean Models re-

spectively. The differences between the atmospheric components of HadCM3 and

HadGEM1 are shown in Appendix A. HadGEM1 is used in the IPCC 4th Assess-

ment report (Forster et al., 2007) as one of the many models used to simulate

potential climate scenarios.

3.1 Components of HadGEM1

3.1.1 Dynamics

One major modification to previous versions of the model is the inclusion of a new

dynamical core described by Davies et al. (2005). The new dynamics also brought

61
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in the use of a higher resolution for the model, doubling the number of grid points

in latitude, longitude and altitude. HadGEM1 runs at an atmospheric resolution of

1.25◦ latitude and 1.875◦ longitude with 38 unevenly spaced vertical levels ranging

in size between 20 m and 7 km with a lid at about 39 km. The main features of the

dynamical core in HadGEM1 are described in Davies et al. (2005).

The atmosphere is described as nonhydrostatic and fully compressible. Nonhydro-

static means that the atmosphere in the model is not required to follow the equation

for hydrostatic equilibrium ∂P
∂z

+ ρg = 0. Hydrostatic equilibrium is found when a

parcel of a fluid is held stationary by the forces above and below it, in this case the

weight of the fluid above, the weight of the parcel itself and the upwards pressure

of the fluid below. Fully compressible means the density of the fluid, in this case

the atmosphere is able to change (e.g. with pressure).

The model grid is terrain following, which means that the lowest levels of the model

will not be at the sea-level but at the level of the terrain at that grid point. The

orography is at 1 degree resolution and is based on the GLOBE data set (Martin

et al., 2006). The differences between the terrain heights are smoothly reduced

until the model top which is of uniform height.

In HadGEM1 horizontal data is based on an Arakawa C-grid (Arakawa and Lamb,

1977). An Arakawa C-grid is a grid with the zonal winds, meridional winds and

thermodynamics all staggered and is found to work well with semi-implicit time

stepping and gives the best geostrophic adjustments for atmospheric flows (Martin

et al., 2006). The vertical grid is a Charney Phillips grid where the momentum and

thermodynamics are staggered (Martin et al., 2006). Semi-Lagrangian advection

is designed to take advantage of features of Lagrangian and Eulerian advection

schemes. Eulerian schemes evaluate change from a fixed grid point but are vul-

nerable to computational instabilities. To prevent these instabilities requires a short

time step and increases computational costs. In contrast Lagrangian advection

evaluates change while moving with one of the changing properties, such as a par-

ticle of a fluid. This is more stable but leads to an uneven distribution of information.
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The mixture of a regular grid from Eulerian advection and the long time steps of La-

grangian advection is desirable and reduces computational costs (Davies et al.,

2005). The time step of the model is constrained by computational requirements,

the desired accuracy of the model, the resolution of the model and the parametri-

sations used in the model (Davies et al., 2005).

3.1.2 Radiation

The radiation code used in HadGEM1 is similar to the code used in HadCM3 with

several small updates (Martin et al., 2006). A decision made during the formulation

of the radiation code is that it should be available for use independently of the

model (Edwards and Slingo, 1996). The radiation code runs in a two stream mode

for both longwave and shortwave radiation. A two stream mode is one where the

radiation is calculated in two distinct directions, downwards and upwards.

3.1.3 Microphysics and Precipitation

The microphysics and precipitation scheme used within HadGEM1 is described

in Wilson and Ballard (1999). The scheme is a mixed phase scheme with water

split into the four following categories: liquid water, water vapour, ice and rain. The

transfers between these categories are controlled by physical equations which con-

tain particle size information (Martin et al., 2006). The precipitation scheme takes

several inputs from the model including temperature; and ice water, liquid water and

water vapour mixing ratios. Ice contains information on both snow and hail within

the model. Precipitation is calculated from a sequential series of processes that

are initiated by ice falling from one level to another and ending with autoconversion

from liquid water to rain. The processes are shown in Figure 3.1 and their transfer

terms are detailed in the appendix of (Wilson and Ballard, 1999).
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FIGURE 3.1: A diagram of the scheme used within HadGEM1 to move water within
the atmosphere system. Boxes show the four phases of water within the model and
arrows show the transfer mechanisms simulated. Image copied from Wilson and

Ballard (1999).

3.1.4 Aerosol Processes

Aerosols in the model include an interactive sulphate scheme, a simple sea salt

scheme, a biomass burning scheme and a black carbon scheme (Martin et al.,

2006). The interactive sulphate scheme and the simple diagnostic sea salt scheme

are described in Jones et al. (2001). The number of sea-salt aerosol particles is

determined by the wind-speed at 10 m above the sea surface and exponentially

falls with height. The sulphate scheme is much more detailed than the sea salt

scheme and contains both dimethyl sulphide and sulphur dioxide oxidation terms

in addition to both dry and wet deposition. Two size bins of aerosol are used within

the model; small (associated with Aitken mode) and large (for accumulation mode)

with radii of 24 nm and 95 nm respectively. Black Carbon (BC) within the model is

represented by three quantities. The BC is either ‘Fresh’, ‘Aged’ or ‘Within cloud’.

The BC is aged to show the changes as a result of oxidation or the addition of

hygroscopic materials. Fresh or Aged BC is not subject to wet deposition but can

be captured by cloud droplets and then precipitated out (Roberts and Jones, 2004).
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The biomass burning scheme in HadGEM1 is very similar to the BC scheme (Martin

et al., 2006). Particle sizes, and tracers for emissions from biomass burning are

described in Davison et al. (2004). Within the biomass burning scheme the particles

progress from ‘Fresh’ to ‘Aged’, as with the BC scheme the biomass particles are

assumed to be hydrophobic but able to be scavenged by cloud droplets. Both the

first and second indirect effect of aerosols on climate are modelled within HadGEM1

(see Section 1.3.3 for a description of the first and second indirect effects).

3.1.5 Boundary layer

The boundary layer scheme contains adiabatic conservation of variables and is

described in detail in Lock (2001). The convective boundary layer is considered

well mixed as a result of constantly overturning thermal currents. The diurnal cy-

cle within the model is found to be weak, while being strongly influenced by solar

radiation. In previous work if an air parcel were to subside from the free tropo-

sphere it would appear to push an unresolved inversion into a lower grid box. This

appears to cause a drying of the boundary layer and have a significant impact on

the representation of stratocumulus clouds. The new subsidence scheme balances

moisture more successfully and in turn improves the model ability to show stratocu-

mulus cloud layers. The model is tested at the resolution used by HadCM3 and is

found to be closer to reality while still requiring further work to accurately represent

stratocumulus clouds. The model is able to show the breakup of a stratocumulus

deck into trade cumulus (Lock, 2001).

3.1.6 Convection

The convection scheme within the model is used to represent the motion of air

parcels. As the model grid size is significantly larger than individual clouds the

clouds are parametrised into a convection scheme. The scheme is based on a

heavily modified version of a mass flux scheme detailed in Gregory and Rowntree



Chapter 3. HadGEM1 66

(1990). In the case of convection appearing in the model the boundary layer is

capped at the cloud base and a mass flux scheme is used (Martin et al., 2006).

3.1.7 Ocean

The ocean model within HadGEM is coupled to the atmosphere to allow feedbacks

of temperature, ice content and evaporation to be utilised in more detail. Coupling

of the atmosphere and ocean models is described in Johns et al. (2006). The ocean

model has a resolution of 1◦ zonally everywhere and 1◦ meridionally between 30◦

and the poles. In the region between 30◦ N and 30◦ S the resolution increases

towards the equator where it reaches 1
3

◦. The vertical grid of 40 levels has spacings

of 10 m near the surface and increasing to 345 m in the deep ocean to a maximum

depth at 5.4 km. The increase in oceanic resolution from HadCM3 to HadGEM1

leads to an improved bathymetric map. Where the resolution of the ocean obstructs

a narrow channel it is artificially opened to give a more realistic representation.

With the differing resolutions of the atmosphere and the ocean, the data have to be

interpolated to move from one to the other. Fluxes from land, ocean and sea ice

are computed independently and then weighted to generate a grid box leading to a

blurred coastline (Johns et al., 2006).

3.2 Comparison with datasets

A comparison of model and observational results allows insights into the strengths

and weaknesses of the model. The comparison in this section is performed in ad-

dition to the work undertaken by model developers. For this comparison the annual

average sea surface temperature (SST) and precipitation fields are used and the

model is based on a working configuration with the atmospheric carbon dioxide

concentration set to 379 ppm, which was the mean over the time for analysis.. The
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model is run for 10 years under 2010 conditions, with lowered carbon dioxide levels

and the average over the 10 years analysed.

3.2.1 Sea surface temperature

The sea surface temperature field is an output that the model produces directly

and the comparison data is available from NOAA Physical Sciences Division1. The

derivation of the data is explained in Reynolds et al. (2002). The original dataset

requires interpolation from 1◦ resolution to match the model resolution detailed in

Section 3.1.1. The global average sea surface temperatures are 291.1 K and 291.5

K for the model and observations respectively. As can be seen from Figure 3.2 large

portions of the oceans are within 2 K of the recorded data. In the northern hemi-

sphere there are issues near the Gulf Stream and the Kuroshio Current. There are

several issues near Western coasts where the model is warmer than the dataset.

The model is warm at the Chilean coast which would indicate El Niño conditions.

However the majority of the southern Pacific exhibits La Niña behaviour with cooler

tropics north of warmer subtropics, particularly between 120◦ W and 180◦ W.

3.2.2 Precipitation

Precipitation is a complex quantity within the model and has to be parametrised

to account for subgrid scale events. The CPC Merged Analysis of Precipitation

(CMAP) dataset is generated using several satellite sources and NCEP/NCAR re-

analysis data. A full description of the derivation of the dataset can be found in Xie

and Arkin (1997). As is shown in Figure 3.3 the model can be seen to struggle

across much of the tropics and also near mountainous coasts. However the model

is within 1 mm/day for large portions of the globe. The model is on average 0.4

mm/day wetter than the CMAP dataset with a globally averaged precipitation rate

1www.esrl.noaa.gov/psd/data/gridded/data.noaa.oisst.v2.html
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FIGURE 3.2: Difference between HadGEM1 and NOAA recorded annual average
sea surface temperature (K).

of 3.12 mm/day compared to 2.78 mm/day from CMAP. The model appears to un-

der predict rainfall in monsoon regions such as India, the northern Amazon and the

Sahel. The model is also drier than CMAP over Antarctica which would result in

lower snowfall and may impact on local temperatures.

3.3 Summary

In this chapter the HadGEM1 global climate model is introduced. HadGEM1 is the

successor to the HadCM3 climate model and contains several major and minor

changes (Martin et al., 2006). Major changes within the model include a new dy-

namical core, new aerosol parametrisation and boundary layer schemes. The new

dynamical core in HadGEM1 doubles the horizontal and vertical resolution of the

model which leads to an increase in number of grid cells by a factor of eight when

compared with HadCM3 (Martin et al., 2006). The radiation scheme is based on

the Edwards - Slingo code after a modification which allows faster computation (Cu-

sack et al., 1999; Edwards and Slingo, 1996). The cloud microphysics, precipitation
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FIGURE 3.3: Difference between HadGEM1 model annual average precipitation
and CMAP observed and modelled precipitation (mm/day).

and convection schemes are parametrised (Gregory and Rowntree, 1990; Wilson

and Ballard, 1999).

The atmosphere within HadGEM is coupled to an ocean model which runs at a

significantly higher resolution. This resolution difference leads to a blending of

grid boxes where atmospheric and ocean fields interact (Johns et al., 2006). The

HadGEM1 model is run at an atmospheric resolution of 1.25◦ latitude and 1.875◦

longitude with an uneven vertical grid of 38 levels which has a lid at 39 km. The

oceanic resolution is 1◦ zonally everywhere and 1◦ meridionally between 30◦ and

the poles. In the tropics the meridional resolution increases smoothly to 1
3

◦.

An example simulation from the HadGEM1 model is compared with long term ob-

servational datasets for both sea surface temperature and precipitation. The exam-

ple shows several regions where the model struggles to replicate recorded data.

However there are also large areas where the model performs well.



Chapter 4

Geoengineering, comparison of

results with previous work

Before performing new simulations it is important to understand how the HadGEM1

model compares with previous results. Many MCB publications show a climate

change scenario and a geoengineered scenario. This enables two comparisons,

one on the expected impacts of increasing greenhouse gas concentrations and one

where the effectiveness of MCB to reduce these impacts is assessed.

4.1 Experiment description

The HadGEM1 model is used to simulate several climate scenarios as described in

Table 4.1. Each simulation is run for 70 years with the final 20 years analysed. The

simulations are started from predicted 2020 levels of atmospheric carbon dioxide.

In some of the simulations the atmospheric carbon dioxide levels change with time.

A graph showing the change in carbon dioxide concentration against time is shown

in Figure 4.1. For the MCB scenarios, two seeding maps are developed and these

are shown in Figure 4.2. Figure 4.2(a) shows the three regions of persistent marine

stratocumulus clouds used to investigate MCB in Jones et al. (2009, 2011); Latham

70
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Experiment name Carbon dioxide fraction (ppm) Seeding scheme

CON 440 None
2CO2 440 + 1 %/year, held at 560 None
MCB3 2CO2 440 + 1 %/year, held at 560 Three regions, Figure 4.2(a)
MCBA 2CO2 440 + 1 %/year, held at 560 All ocean, Figure 4.2(b)
MCB3 440 Three regions, Figure 4.2(a)
MCBA 440 All ocean, Figure 4.2(b)

TABLE 4.1: The various climate scenario simulations run using HadGEM1 to inves-
tigate the climate effects of geoengineering via MCB. Where CON is the Control
simulation and 2CO2 gradually increases carbon dioxide levels to double preindus-
trial levels. MCB3 2CO2 and MCBA 2CO2 are geoengineering simulations using
MCB in the same atmospheric conditions as 2CO2. MCB3 and MCBA are MCB
simulations run in the control atmosphere without the effects of doubling preindus-

trial carbon dioxide. The carbon dioxide fractions are graphed in Figure 4.1.

et al. (2012, 2008). The regions in Figure 4.2(a) are known as three region seed-

ing for the remainder of this work. Figure 4.2(b) shows the all sea seeding area

which covers all marine regions and is used in Latham et al. (2008). The turquoise

regions indicate the seeded areas. When seeding is switched on the CDNC is set

to 375 cm−3 which is the same value as used in Jones et al. (2009, 2011); Latham

et al. (2012, 2008), for all model levels between 0 km and 3 km. The first two ex-

periments (CON and 2CO2) are designed to allow investigation into the impacts of

climate change brought on by a continual increase in carbon dioxide until double

preindustrial levels are reached. In addition to these initial experiments there are

two MCB scenarios investigating the cumulative effects of increasing carbon diox-

ide while using MCB, (MCB3 2CO2 and MCBA 2CO2). Two further experiments

(MCB3 and MCBA) are initiated to investigate the effects of MCB on a control at-

mosphere. For the control simulations the control case is held at constant projected

2020 levels of carbon dioxide (440 ppm). Preindustrial levels are defined as 280

ppm (Forster et al., 2007).
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FIGURE 4.1: Carbon dioxide levels used in the simulations described in Table 4.1.
The green line shows the carbon dioxide fraction in control atmospheres, the red
line shows the carbon dioxide fraction in double preindustrial carbon dioxide con-
centration atmospheres and the blue line shows the preindustrial carbon dioxide
level of 280 ppm. The vertical dashed black line shows the start of the analysis

period for the simulations.

4.2 Previous work

In this section the results from previous publications on MCB are compared with this

work. Four publications are examined in detail Jones et al. (2009, 2011) using the

HadGEM2 suite Rasch et al. (2010) and Bala et al. (2011) using the NCAR CCM

suite. The experiments differ either in terms of the seeding method or the time

period within the simulation analysed. The differences between the models used

in Bala et al. (2011); Jones et al. (2009, 2011); Rasch et al. (2010) and this work are

detailed in Appendix A. A comparison with the results in Latham et al. (2008) is not

performed as the model used by Latham et al. (2008) is an atmosphere only model.

A comparison of the commonly included fields is shown in Section 4.2.1 before

an investigation of publication specific fields in Section 4.2.2. The similarities and

differences between the four publications and this work are shown in Table 4.2. The

work in Jones et al. (2009) and Jones et al. (2011) uses the IPCC A1B simulation

as a scenario based on the A1 scenario which includes rapid economic growth and
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(a) Seeding map used in experiments MCB3 2CO2 and MCB3. This mask covers approximately 5 % of
the ocean surface.

(b) Seeding map used in experiments MCBA 2CO2 and MCBA. This mask covers 100 % of the ocean
surface.

FIGURE 4.2: Seeding maps used in the simulations described in Table 4.1.
Turquoise regions indicate the area of the marine atmosphere seeded to a CDNC

of N=375 cm−3.
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a peak in population near 2050. The A1B scenario assumes a balance between

fossil intensive and non fossil-intensive energy sources (Solomon et al., 2007).

4.2.1 Temperature, precipitation and sea ice cover

The three most commonly displayed results are surface air temperature, precipita-

tion rate and sea ice cover. A table of these published fields is shown in Table 4.3.

Jones et al. (2009) do not present global mean results and is therefore omitted.

Overall when the predicted changes shown in Table 4.3 are compared with the

expected impacts shown in Figure 1.7 it can be seen the MCB would reduce the

impacts of increasing greenhouse gas levels on the climate system.

4.2.1.1 Surface temperature

The temperature results from Figure 4.3 are displayed on different scales. However

all show a greater than average increase in temperatures in the Arctic. A key point

of these results is the sensitivity of the models to polar amplification which is de-

scribed in Section 1.2.2. The warming in the Antarctic is not as uniform as in the

Arctic; however it is still reasonably consistent across all four simulations. All re-

sults appear to find an approximately 1 K increase in temperature over the tropical

oceans. The change in Arctic temperatures within the models ranges from 4 K to 8

K which is likely to be dependent on the atmospheric carbon dioxide concentrations

in the simulations.

Rasch et al. (2010), shown in Figure 4.4(b) seed by setting the CDNC to 1000

cm−3 in either 20 % or 70 % of the ocean surface. Bala et al. (2011) shown in

Figure 4.4(d) reduced the effective radius of all oceanic cloud droplets to 11.5 µm.

The 70 % results (in Rasch et al. (2010)) from Figure 4.4(b) are comparable with

results from MCBA 2CO2 shown in Figure 4.4(f). Both of these figures show heating

off Greenland and Japan with a strong cooling in the Arctic. The strong temperature

changes shown in Figure 4.4(f) are non-physical and have to be treated carefully.
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Publication Model Resolution CO2 Seeding strategy Analysis time

Jones et al. (2009) HadGEM2 1.25◦ x 1.875◦ A1B As Figure 4.2(a) Final 30 of 60 years
Jones et al. (2011) HadGEM2 1.25◦ x 1.875◦ A1B As Figure 4.2(a) Equal temperature
Rasch et al. (2010) NCAR CCSM 1.9◦ x 2.5◦ 710 ppm 20, 30, 40, 70 % sea surface Final 20 of 100 years
Bala et al. (2011) NCAR CAM 3.5 1.9◦ x 2.5◦ 800 ppm Change in reff of oceanic CCN Final 40 of 70 years

This work HadGEM1 1.25◦ x 1.875◦ As Table 4.1 As Figures 4.2(a) 4.2(b) Final 20 of 70 years

TABLE 4.2: The model, resolution, background atmospheric conditions, seeding mechanisms and analysis time used in four publica-
tions on MCB and this work.

Field Jones et al. (2011) Rasch et al. (2010) Bala et al. (2011) This work

Surface Temperature (K) +0.52 +1.8 +2.4 +0.82
Precipitation (mm/day) -0.048 +0.1 +5.0 +0.028
Sea ice cover -7.4x10−3 NH -20 % SH -36 % -34 % -6.9x10−3

Surface Temperature (K) -0.02
20 % +0.82

+0.06
5 % -0.05

70 % -0.39 100 % -6.5

Precipitation (mm/day) -0.072
20 % +0.01

-1.3
5 % -0.049

70 % -0.08 100 % -0.58

Sea ice cover -4.7x10−3 40 % NH -9 % SH -8 %
+1.1 %

5 % -1.8x10−3

70 % NH -2 % SH +20 % 100 % +4.3x10−2

TABLE 4.3: Numerical results from several fields as presented in publications on the climate impacts of increasing greenhouse gas
concentrations (above the line) or geoengineering in an increased greenhouse gas concentration atmosphere (below the line). Sea
ice values for Rasch et al. (2010) and Bala et al. (2011) are percentage changes relative to the control simulation and not changes in
the total ice cover. Both Rasch et al. (2010) and this work have multiple seeding fractions, therefore the fraction of the ocean seeded

is shown in bold next to the values they apply to.
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(a) Difference in surface temperature (K) in an in-
creased carbon dioxide concentration atmosphere as
shown in Rasch et al. (2010). Range -12 K to 12 K.

(b) Difference in surface temperature (K) in an in-
creased greenhouse gas concentration atmosphere as
shown in Jones et al. (2011). Range -3.5 K to 3.5 K.

(c) Difference in surface temperature (K) in an in-
creased carbon dioxide concentration atmosphere as
shown in Bala et al. (2011). Range -10 K to 10 K.

(d) Difference in surface temperature (K) between sim-
ulations 2CO2 and CON as described in Table 4.1.
Range -10 K to 10 K.

FIGURE 4.3: Comparison of effects of increased greenhouse gas concentrations
on surface temperature (K) from Bala et al. (2011); Jones et al. (2011); Rasch et al.

(2010) with this work.

Results in Figures 4.4(c) and 4.4(e) show the effects of three region seeding in an

increased carbon dioxide atmosphere. Jones et al. (2011) found a stronger heating

of the Arctic and less cooling under seeded regions when compared with this work.

4.2.1.2 Precipitation

Figures 4.5 and 4.6 show the model results for precipitation changes as a result of

increasing carbon dioxide and geoengineering via three region MCB. Precipitation
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(a) Difference in surface temperature (K) in an in-
creased carbon dioxide concentration atmosphere with
20 % seeding MCB as shown in Rasch et al. (2010).
Range -12 K to 12 K.

(b) Difference in surface temperature (K) in an in-
creased carbon dioxide concentration atmosphere with
70 % seeding MCB as shown in Rasch et al. (2010).
Range -12 K to 12 K.

(c) Difference in surface temperature (K) in an in-
creased greenhouse gas concentration atmosphere
with three region seeding as shown in Jones et al.
(2011). Range -3.5 K to 3.5 K.

(d) Difference in surface temperature (K) in an in-
creased carbon dioxide concentration atmosphere with
MCB as shown in Bala et al. (2011), hatched areas are
not significant at the 1 % level. Range -10 K to 10 K.

(e) Difference in surface temperature (K) between sim-
ulations MCB3 2CO2 and CON as described in Ta-
ble 4.1. Range -10 K to 10 K.

(f) Difference in surface temperature (K) between sim-
ulations MCBA 2CO2 and CON as described in Ta-
ble 4.1. Range -10 K to 10 K.

FIGURE 4.4: Comparison of effects of seeding in an increased greenhouse gas
concentrations on surface temperature (K) from Bala et al. (2011); Jones et al.

(2011); Rasch et al. (2010) with this work.
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is a poorly handled quantity within GCMs as many of the contributory factors act

on subgrid scales and require parametrisation instead of explicit calculation (See

Section 3.1.3). Results from Jones et al. (2009) and Jones et al. (2011) are dis-

played in Figures 4.5(a) and 4.5(c). The results from Jones et al. (2009) and Jones

et al. (2011), despite using the same model, and seeding mechanism, are quite dif-

ferent. The differences between the results in Jones et al. (2009) and Jones et al.

(2011) are due to the differences in initial conditions and analysis time. Jones et al.

(2011) finds a reduction in precipitation over the Amazon brought on by increas-

ing carbon dioxide, whereas Jones et al. (2009) does not. Changes in Australian

rainfall are also not consistent between Jones et al. (2009) to Jones et al. (2011).

The results from Rasch et al. (2010) match the results from the simulations in Ta-

ble 4.1 closely as shown in Figures 4.5(b) and 4.5(e). Results from Bala et al.

(2011) have a much more significant change in tropical rainfall. The results from

this work, (Figure 4.5(e)) show the largest changes in tropical precipitation. How-

ever these results should be treated with care as HadGEM1 is known to struggle at

reproducing tropical rainfall patterns (See Section 3.2.2).

The changes in precipitation as a result of three region seeding are shown in Fig-

ures 4.6(a), 4.6(c) and 4.6(e). In Jones et al. (2009) and Jones et al. (2011) the

Amazon region suffers a reduction in precipitation while there is an increase over

much of Africa and Australia. The results shown in Figure 4.6(e) agrees with these

findings. However without data over the oceans in Jones et al. (2009) and Jones

et al. (2011) a full comparison is difficult. Rasch et al. (2010) (Figure 4.6(b)) shows

changes of up to 8 mm/day over the tropics but less drying of the Amazon, further-

more unlike previous results there is an increase in precipitation over India and a

decrease in Africa. A change in oceanic cloud droplet size results in an increase

in rainfall over the majority of the world’s rain forests and drying over parts of In-

donesia and the eastern tip of South America (Bala et al., 2011). These results are

consistent with the all-sea seeding results shown in Figure 4.6(f). However the re-

duction of rainfall in Figure 4.6(f) covers the entire Amazon instead of the small area

in Figure 4.6(d). From these results it appears seeding generally increases rainfall
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over the desert areas of Africa and Australia while reducing rainfall in the Ama-

zon, depending on the simulations performed. Work done by Jones et al. (2009)

indicates that seeding over the South Atlantic is responsible for this reduction in

rainfall. The seeding method in Rasch et al. (2010) selects the clouds with the low-

est droplet number for each month and then simulates seeding those clouds to a

CDNC of 1000 cm−3. The seeded area in Rasch et al. (2010) is north of the South

Atlantic region used by Jones et al. (2009, 2011) and this work. An image showing

the seeding regions used in Rasch et al. (2010) can be found in the supplementary

material for their paper.

4.2.1.3 Sea ice cover

Descriptions of the impacts on sea ice cover are not included in all papers, in con-

trast with precipitation or surface temperature. Ice-albedo feedbacks within polar

amplification imply that is an important field (See Section 1.2.2). Furthermore,

there are various questions about the impact on both wildlife and human inter-

ests. Jones et al. (2011) and Rasch et al. (2010) investigate the impacts of MCB on

sea ice cover. Sea ice cover responds to the surface temperature and this can be

most clearly seen in Figures 4.7(b) and 4.7(d) when compared with the tempera-

ture fields in Figures 4.3(b) and 4.3(d). In Jones et al. (2011) the warming north of

Norway and east of the Antarctic peninsular is matched by the change in ice cover,

Figures 4.3(b) and 4.7(b). This work finds similar responses between ice cover and

temperature change but does not produce such a significant result in Antarctica.

The sea ice minima for both poles are published in Rasch et al. (2010) using the

months of September in the northern hemisphere and March in the southern hemi-

sphere. In Rasch et al. (2010) the carbon dioxide concentration is doubled for the

entire 100 year run while in the present work gradually increases carbon dioxide

concentration, this in turn leads to a slower change in ice cover. This is also true for

the work in Jones et al. (2011) where the IPCC A1B scenario (Randall et al., 2007)

increased carbon dioxide by 2 %/yr as rather than the 1 %/yr shown in Table 4.1.
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(a) Difference in precipitation rate (mm/day) in an in-
creased greenhouse gas concentration atmosphere as
shown in Jones et al. (2009). Range -0.8 mm/day to 0.8
mm/day.

(b) Difference in precipitation rate (mm/day) in an in-
creased carbon dioxide concentration atmosphere as
shown in Rasch et al. (2010). Range -8 mm/day to 8
mm/day.

(c) Difference in precipitation rate (mm/day) in an in-
creased greenhouse gas concentration atmosphere as
shown in Jones et al. (2011). Range -3 mm/day to 3
mm/day.

(d) Difference in precipitation rate (cm/year) in an in-
creased carbon dioxide concentration atmosphere as
shown in Bala et al. (2011), hatched areas are not sig-
nificant at the 1 % level. Range -40 cm/year to 40
cm/year.

(e) Difference in precipitation rate (mm/day) between
simulations 2CO2 and CON as described in Table 4.1.
Range -5 mm/day to 5 mm/day.

FIGURE 4.5: Comparison of effects of increased greenhouse gas concentrations
on precipitation (mm/day except Bala et al. (2011) cm/year) rate from Bala et al.

(2011); Jones et al. (2009, 2011); Rasch et al. (2010) with this work.
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(a) Difference in precipitation rate (mm/day) in an
increased greenhouse gas concentration atmosphere
with three region seeding as shown in Jones et al.
(2009). Range -0.8 mm/day to 0.8 mm/day.

(b) Difference in precipitation rate (mm/day) in an in-
creased carbon dioxide concentration atmosphere with
MCB as shown in Rasch et al. (2010).Range -8 mm/day
to 8 mm/day.

(c) Difference in precipitation rate (mm/day) in an
increased greenhouse gas concentration atmosphere
with three region seeding as shown in Jones et al.
(2011). Range -3 mm/day to 3 mm/day.

(d) Difference in precipitation rate (cm/year) in an in-
creased carbon dioxide concentration atmosphere with
MCB as shown in Bala et al. (2011), hatched areas are
not significant at the 1 % level. Range -40 cm/year to
40 cm/year.

(e) Difference in precipitation rate (mm/day) between
simulations MCB3 2CO2 and CON as described in Ta-
ble 4.1. Range -5 mm/day to 5 mm/day.

(f) Difference in precipitation rate (mm/day) between
simulations MCBA 2CO2 and CON as described in Ta-
ble 4.1. Range -5 mm/day to 5 mm/day.

FIGURE 4.6: Comparison of effects of seeding in an increased greenhouse gas
concentration atmosphere on precipitation (mm/day except Bala et al. (2011)
cm/year) rate from Bala et al. (2011); Jones et al. (2009, 2011); Rasch et al. (2010)

with this work.
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A comparison of the impacts of MCB on ice cover between the experiments in Ta-

ble 4.1 and Rasch et al. (2010) is poor as the seeding quantities are very different.

This study seeds either 5 % or 100 % of the marine atmosphere whereas Rasch

et al. (2010) seeds either 40 % or 70 % of the marine atmosphere. Furthermore

as described in Table 4.2 the work in Rasch et al. (2010) has a much higher atmo-

spheric carbon dioxide concentration than the experiments in Table 4.1 which leads

to larger warming of polar regions, see Figures 4.3(a) and 4.3(d). The impacts of

seeding 40 % of the marine atmosphere in Rasch et al. (2010) and 5 % of the ma-

rine atmosphere in this work on ice cover are similar, see Figures 4.8(c) and 4.7(c).

The 100 % seeding results shown in Figure 4.8(f) do not have the losses in ice

cover found in the 70 % results from Figure 4.8(e). Both Jones et al. (2011) and

this work find that seeding reduces the ice loss. As a result of the higher carbon

dioxide concentration in Jones et al. (2011) the reduction in ice loss is not as large.

As can be seen from both Figures 4.8(a) and 4.8(b) there is still ice loss north of

Norway.

4.2.2 Radiative fields

Radiative flux difference and albedo are analysed in Jones et al. (2011) and Bala

et al. (2011) respectively. In this section two more comparisons are made to further

establish consistency with Bala et al. (2011); Jones et al. (2011).

4.2.2.1 Radiative flux difference

The radiative flux difference is not a true radiative forcing as energy is lost to the cli-

mate system in the form of surface heating, melting ice or warming the oceans. The

radiative flux difference is the difference in energy flux between the downwelling

shortwave (solar) radiation and the upwelling shortwave and longwave radiation.

The results shown in Figure 4.9(a) show the change in radiative flux perturbation

as a result of MCB over a ten year period from 2019-2028 in Jones et al. (2011).
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(a) Difference in minimum polar ice cover in an in-
creased carbon dioxide concentration atmosphere as
shown in Rasch et al. (2010). Range -0.5 to 0.5.

(b) Difference in global ice cover in an increased
greenhouse gas concentration atmosphere as shown
in Jones et al. (2011). Range -0.3 to 0.3.

(c) Difference in minimum polar ice cover between sim-
ulations 2CO2 and CON as described in Table 4.1.
Range -0.5 to 0.5.

(d) Difference in global ice cover between simulations
2CO2 and CON as described in Table 4.1. Range -0.5
to 0.5.

FIGURE 4.7: Comparison of effects of increased greenhouse gas concentrations
on sea ice cover from Jones et al. (2011); Rasch et al. (2010) with this work.

Figure 4.9(b) shows the radiative flux difference at the top of the atmosphere for

the final 20 years of the 70 year simulations and the effects of the three seeding

regions can easily be seen. As the results in Figure 4.9(b) are taken from the end

of the simulations and is not at the same time as in Jones et al. (2011) a numerical

comparison is difficult as the amount of energy transferred to the land or ocean is

unknown. In the present work there appears to be a spreading of the reduction

in the radiative flux difference, this is probably due to clouds being formed in the

seeding regions off the coasts of Namibia, Peru and California and then advected

by tropical easterlies.
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(a) Difference in global ice cover in an increased green-
house gas concentration atmosphere with three region
seeding as shown in Jones et al. (2011). Range -0.3 to
0.3.

(b) Difference in global ice cover between simula-
tions MCB3 2CO2 and CON as described in Table 4.1.
Range -0.5 to 0.5.

(c) Difference in minimum polar ice cover in an in-
creased carbon dioxide concentration atmosphere with
40 % seeding as shown in Rasch et al. (2010). Range
-0.5 to 0.5.

(d) Difference in minimum polar ice cover between sim-
ulations MCB3 2CO2 and CON as described in Ta-
ble 4.1. Range -0.5 to 0.5.

(e) Difference in minimum polar ice cover in an in-
creased carbon dioxide concentration atmosphere with
70 % seeding as shown in Rasch et al. (2010). Range
-0.5 to 0.5.

(f) Difference in global ice cover between simulations
MCBA 2CO2 and CON as described in Table 4.1.
Range -0.5 to 0.5.

FIGURE 4.8: Comparison of effects of MCB in an increased greenhouse gas con-
centration atmosphere on sea ice cover from Jones et al. (2011); Rasch et al.

(2010) with this work.
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(a) Change in radiative flux difference (W m−2) as a
result of MCB in and increased greenhouse gas con-
centration atmosphere as shown in Figure 1.b of Jones
et al. (2011). Range -30 W m−2 to 30 W m−2.

(b) Change in radiative flux difference (W m−2) be-
tween simulations MCB3 2CO2 and CON as described
in Table 4.1. Range -50 W m−2 to 50 W m−2.

FIGURE 4.9: Comparison of effects of MCB in an increased greenhouse gas con-
centrations atmosphere on radiative flux difference (W m−2) between Jones et al.

(2011) and this work.

4.2.2.2 Albedo

Changes in global albedo were initially mentioned in earlier publications on geo-

engineering on a global scale eg (Latham, 1990), later work (eg. Bala et al. (2011))

investigates the local scale albedo changes as a result of modifying cloud micro-

physics. The albedo is defined as the ratio of upwelling to downwelling radiation

at the top of the atmosphere. Figures 4.10(a) and 4.10(b) show the impacts of in-

creasing carbon dioxide on albedo. Figures 4.10(a) and 4.10(b) are fairly consistent

with both showing a reduction in albedo in polar regions which can be attributed to

sea ice loss and even be part of a feedback mechanism, such as Polar Amplification

(see Section 1.2.2).

The seeding method differs between the present work and Bala et al. (2011) and

therefore the albedo can be expected to change in a different manner. The results

from Bala et al. (2011) shown in Figure 4.10(c) show small changes in the albedo,

generally between 2 % and 5 %. The results are in contrast with the present work

(Figure 4.10(d)) where albedo changes are regularly between 20 % and 50 %. It

should be noted however the results in Bala et al. (2011) (Figure 4.10(c)) are for
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(a) Change in albedo in an increased carbon diox-
ide concentration atmosphere as shown in Bala et al.
(2011). Range -10 % to 10 %.

(b) Change in top of atmosphere albedo between sim-
ulations 2CO2 and CON as described in Table 4.1.
Range -0.5 to 0.5.

(c) Change in albedo in as a result of seeding in an
increased carbon dioxide concentration atmosphere as
shown in Bala et al. (2011). Range -10 % to 10 %.

(d) Change in top of atmosphere albedo between sim-
ulations MCBA 2CO2 and CON as described in Ta-
ble 4.1. Range -0.5 to 0.5.

FIGURE 4.10: Comparison of effects on albedo in increased carbon dioxide con-
centration atmospheres with and without seeding between (Bala et al., 2011) and

this work.

a simulation designed to return global average temperatures to that of a control

simulation whereas the temperature changes between MCBA 2CO2 and CON cool

global surface temperatures by 6.5 K.
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4.3 Discussion

Six experiments are used to investigate the climate impacts of MCB. Three of these

experiments simulate an increase in the carbon dioxide concentrations within the

atmosphere while the remaining three hold carbon dioxide levels static at predicted

2020 levels. A comparison of the outputs enables investigation into the effects of

increasing carbon dioxide levels or the ability of MCB to return to a control level cli-

mate state in an increased carbon dioxide atmosphere. The comparisons between

the experiments in Table 4.1 are discussed in detail in Chapters 5 and 6.

The experiments in Table 4.1 are an extension of previously published studies on

the impacts of MCB. Preceding simulations vary, either by using a different model or

seeding scheme or atmospheric conditions. The experiments in Table 4.1 utilise the

lowest greenhouse gas levels when compared with Bala et al. (2011); Jones et al.

(2009, 2011); Rasch et al. (2010) and hence will result in smaller differences from

the control when simulating climate change. The changes in greenhouse gas levels

for Bala et al. (2011); Jones et al. (2009, 2011); Rasch et al. (2010) and the present

work are discussed in Section 4.2. The A1B simulations described in the IPCC

4th Assessment report (Randall et al., 2007), specifically an atmospheric carbon

dioxide concentration increase of above 1 %/yr, this in addition to the contibution

by other greenhouse gases is larger than the 1 %/yr shown in Table 4.1. The

differences between the models used in Bala et al. (2011); Jones et al. (2009,

2011); Rasch et al. (2010) and this work are described in Appendix A. The seeding

strategy employed in previous works also varies, with Bala et al. (2011) changing

the size of cloud droplets over the entire ocean and Rasch et al. (2010) selects the

optimum 20 %, 40 %, 70 % of the ocean to seed. The work in Jones et al. (2009,

2011) instead seeds three regions of persistant marine statocumulus clouds as

shown in Figure 4.2(a). This work investigates the three region seeding as in Jones

et al. (2009, 2011); Latham et al. (2008) and shown in Figure 4.2(a) while also

investigating the climatic responses to all-sea seeding.
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The differences in seeding strategy, atmospheric conditions, simulation length and

model choice all have an impact on the results. A higher level of greenhouse gases

leads to more rapid climate change, while over simulating a longer length of time

allows the climate to approach and equilibrium. The variations in model choice are

the work of a large intercomparison project and are not discussed here. Despite

the differences between the greenhouse gas concentrations, seeding strategy and

simulation length the results in Figures 4.3 4.5 and 4.7 show that the impacts of

climate change are consistent among Bala et al. (2011); Jones et al. (2009, 2011);

Rasch et al. (2010).

In each case the surface temperature increases significantly at the poles while re-

maining closer to the control in the tropics (See Section 1.2.2 on Polar Amplification

in the climate). MCB is generally able to reduce the global temperatures that are in-

creased by greenhouse gases. However the effectiveness of MCB in polar regions

is uncertain. Work by Rasch et al. (2010) gives differences in polar temperatures

of +4 K near Greenland under 20 % seeding while using 70 % seeding there are

regions of the North Pacific cooled by up to 10 K.

The precipitation changes in an increased greenhouse gas concentration atmo-

sphere are more complex. However an increase is generally found and attributed

to a higher volume of evaporation brought on by higher surface temperatures. The

impacts of MCB on precipitation are shown in Figure 4.6 where the results indicate

that MCB does reduce precipitation. Furthermore it appears that the reduction in

precipitation increases with increasing the area of the ocean seeded by MCB.

The ice cover results also show a decline both in minimum and annual average ex-

tent, see Figure 4.7. With changes in temperatures there is an associated change

in ice cover where results from this work compare well with previous publications.

The changes in radiative properties such as the albedo and the radiative flux differ-

ence appear to be consistent. Figure 4.10 shows the change in albedo as a result

of doubling carbon dioxide levels and the impacts of changing sea ice cover can be

seen in both work by Bala et al. (2011) and this work.
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4.4 Summary

This chapter reports an investigation into the ability of the HadGEM1 coupled atmosphere-

ocean model to simulate MCB and the suitability of the experiments described in

Table 4.1. These experiments are designed to investigate the impacts of climate

change or MCB. Impacts of MCB are described in Chapter 5 and 6.

There are several predicted consequences of climate change as a result of chang-

ing greenhouse gas levels. In the publications by Jones et al. (2009, 2011) the

simulations follow the A1B path outlined by the IPCC in Randall et al. (2007), while

in Rasch et al. (2010) and Bala et al. (2011) carbon dioxide levels are doubled at

the start of the simulations. In the simulations described in Table 4.1 only carbon

dioxide changes with time while retaining static levels of other greenhouse gases.

The maximum temperature change under increasing greenhouse gas concentra-

tions is found in Bala et al. (2011) (+2.4 K) and the minimum is found in Jones

et al. (2009) (+0.52 K). This work is in the lower part of the range of tempera-

ture changes at +0.82 K while the work in Rasch et al. (2010) finds an increase

of 1.8 K. The variations in the climate change simulations are also present in the

MCB simulations where different seeding strategies are employed for several sim-

ulation lengths. The simulations detailed in Table 4.1 are shown to be consistent

with previous publications on the effects of MCB on the climate system in a climate

change atmosphere. The consistency between this work and previous publications

is not complete and the are several differences in polar temperature and sea ice

cover. Furthermore there are significant differences in the precipitation results over

the Amazon between this work and work by Rasch et al. (2010), where the work

in Rasch et al. (2010) find changes of under 1 mm/day for 70 % seeding and this

work finds a reduction of over 5 mm/day.



Chapter 5

The Impacts of Marine Cloud

Brightening on the Polar regions and

the Meridional Heat Flux

Marine cloud brightening is designed to reduce incoming solar radiation and allow

the climate to reach a new equilibrium as described in Section 1.4.3.5. The increase

in greenhouse gas concentrations causes more longwave radiation to be retained

in the climate system while also having secondary impacts such as ocean acidifica-

tion. Altering the radiative balance of the atmosphere may counteract the radiative

changes brought on by increasing greenhouse gas concentrations. It is shown in

previous work that MCB cannot restore the climate to a preindustrial greenhouse

gas concentration climate (Bala et al., 2011; Jones et al., 2009, 2011; Rasch et al.,

2010). The work in Section 5.2 is based upon work in Parkes et al. (2012).

5.1 Climate impacts of Marine Cloud Brightening

In Section 5.1.2 the changes to the climate as a result of doubling preindustrial

atmospheric carbon dioxide concentrations are investigated. From those results

90
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Experiment name Carbon dioxide fraction (ppm) Seeding scheme

CON 440 None
2CO2 440 + 1 %/year, held at 560 None
MCB3 2CO2 440 + 1 %/year, held at 560 Three regions, Figure 4.2(a)
MCBA 2CO2 440 + 1 %/year, held at 560 All ocean, Figure 4.2(b)

TABLE 5.1: Section of Table 4.1 used to assess the climate impacts of MCB. Where
CON is the Control simulation and 2CO2 gradually increases carbon dioxide levels
to double preindustrial levels. MCB3 2CO2 and MCBA 2CO2 are geoengineering
simulations using MCB in the same atmospheric conditions as 2CO2. The carbon

dioxide fractions are graphed in Figure 4.1.

it is possible to establish the expected effects of continued use of fossil fuels. In

Section 5.1.3 the impacts of seeding three regions of marine stratocumulus clouds

in an atmosphere with double carbon dioxide concentrations are investigated. This

section provides an insight into the possible side effects of a frequently postulated

MCB scenario and the ability of MCB to return the atmosphere to the control con-

ditions. A further scenario involves seeding the entire marine atmosphere and this

is investigated in Section 5.1.4. In addition a process is proposed to provide an

explanation for the link between the tropical seeding and polar impacts of MCB.

The simulations used in this investigation are shown in Table 5.1, which contains a

subset of the information from Table 4.1.

5.1.1 Variable selection

MCB in this work is simulated within the HadGEM1 climate model with a forced

change in the CDNC. The CDNC is calculated in each model level up to 39 km

above the surface. Results from the VOCALs-REx field campaign shows that the

base of the stratocumulus deck is generally at an altitude of 1000 m and is between

300 m and 500 m thick as shown in Bretherton et al. (2010) and Chapter 2 of this

work. The model produces a value for CDNC when cloud is present and gives a

Not-a-Number (NaN) result otherwise. Within the experiments noted in Table 5.1,

the model atmosphere is seeded between 0 km and 3 km. To provide CDNC results
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within the stratocumulus deck, plots from the model level between 1 km and 1.2 km

are selected.

Changes in the microphysical properties of the clouds, result in changes in related

fields such as shortwave forcing and precipitation rate. HadGEM1 uses parametri-

sation to simulate the impacts of aerosol particles on clouds as described in Sec-

tion 3.1.4. Within the model it is therefore possible to record a change in both

cloudiness and precipitation as a result of changing microphysical variables.

The change in the cloud cover and precipitation rates have an impact on surface

temperatures. The temperature field is involved in a positive feedback with the

cloud field as described in Section 1.3. Temperature changes can also have an

effect on the ocean below the cloud deck and the movement of cooled waters is

linked to changes in ice cover. The precipitation pattern is also dependent on the

temperature as a reduction in temperature reduces the amount of energy available

to evaporate water. The shortwave forcing is also dependent on ice cover and a

reduction in ice cover would result in a reduction in shortwave forcing.

The change in temperatures and the modification of the ocean circulation could

have an impact on sea ice cover. In each section all results are compared to the

control simulation where carbon dioxide levels are held at 2020 levels (440 ppm).

The numerical results from the plots detailed in Sections 5.1.2, 5.1.3 and 5.1.4 are

shown in Table 5.2.

5.1.2 Impact of doubling preindustrial carbon dioxide conc en-

trations

The doubling of preindustrial carbon dioxide concentrations within the model does

not involve direct modification of the CDNC. Instead the only difference between the

2CO2 and CON simulations is the increasing carbon dioxide levels which follow the

red line in Figure 4.1. The changes occur instead as a result of feedbacks within

the model. Example feedbacks include the sea ice-albedo feedback discussed in
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Field CON 2CO2 - CON MCB3 2CO2 - CON MCBA 2CO2 - CON

CDNC at 1 km (cm−3) 44.1 +0.52 +4.36 +189
Shortwave forcing (W m−2) -243 -0.70 +0.37 +14
Surface temperature (K) 288 +0.77 -0.12 -6.7
Precipitation (mm/day) 3.13 +0.035 +0.0068 -0.44
Ice cover (N) (106 km2) 11.5 -3.2 +0.55 +23
Ice cover (S) (106 km2) 10.1 -1.3 -0.75 +8.1

TABLE 5.2: Numerical results detailing the global annual average control levels and the differences in the simulations described in
Table 5.1.
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Section 1.2.2 where an increase in polar temperatures reduces sea ice cover and

reduces the shortwave forcing. Another consequence of global warming is the

increase in precipitation due to the increased evaporation of water as a result of

increasing temperatures. There are minimal changes in CDNC between the 2CO2

and CON simulations as shown in Figure 5.1(a), however the shortwave forcing is

shown to reduce significantly in Figure 5.1(b).

The model simulated polar amplification of temperatures as a result of doubling

atmospheric carbon dioxide concentrations is shown in Figure 5.1(c). Doubling at-

mospheric carbon dioxide concentrations increases the Arctic temperatures signifi-

cantly more than in the tropics as shown in Figure 5.1(c). While the global average

temperature change is +0.77 K there is an area of the Arctic where the change is

over 6 K. There is also an increase of between 3 K and 4 K over the Antarctic. Po-

lar amplification of temperature is described as the ratio of the change in 75 - 90◦

N temperature and the change in global average temperature (Holland and Bitz,

2003). The HadGEM1 model produces polar amplification and as such the temper-

ature changes are greater in polar regions and this has an associated impact on

ice cover. In the comparison between the CON and 2CO2 simulations this value is

found to be 3.8, i.e. the model temperatures in polar regions (between 75◦ N and

90◦ N) increase by 3.8 K for each 1 K of increase in global average temperatures.

Associated with the increase in surface temperatures (Figure 5.1(c)) there is an in-

crease in precipitation rate. The increase in precipitation rate is due to the increase

in evaporation brought on by the increase in surface temperature. The majority

of precipitation changes are in the tropics, where increases of over 1 mm/day are

found over the Indian subcontinent and the Brazilian South Atlantic coast.

To give a more detailed view of changes to the sea ice cover the plots are shown in

a polar stereographic projection. Despite the simulations showing ice in and around

Japan, this is unlikely to happen in reality, therefore model results in this region have

to be considered carefully. The reduction in sea ice cover as a result of increased

polar temperatures is shown in Figures 5.1(e) and 5.1(f) and is found to be 4.5x106

km2. The Arctic ice losses are in the same regions as the temperature increases
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as from Figure 5.1(c). These results are a model of the potential future climate

assuming that atmospheric carbon dioxide levels increase steadily until they reach

double preindustrial levels at which point they become stable.

5.1.3 Impact of seeding three regions of marine clouds in a

double carbon dioxide atmosphere

Figure 5.2(a) shows the change in CDNC as a result of MCB in three regions in a

double carbon dioxide atmosphere. The three seeded regions from Figure 4.2(a)

can be clearly seen where the difference in droplet number is over 300 cm−3. The

large number of droplets in the red regions deplete the liquid water and therefore

prevents natural droplet formation downstream of the three seeded regions. In

contrast to this, there is an increase in droplet number over Indonesia and the

tropical West Pacific. The change in global shortwave forcing as a result of MCB is

+0.37 W m−2 with the seeding regions subject to changes as large as 50 W m−2 as

shown in Figure 5.2(b). There is also a reduction in shortwave forcing of 20 W m−2

in the most easterly regions of South America which could in turn warm the area.

The reduction in shortwave forcing over the Amazon is a result of the liquid water

in the atmosphere being used to form clouds in the South Atlantic as opposed to

over the Amazon (Jones et al., 2009). There is also a small reduction (between 2.5

W m−2 and 5 W m−2) in shortwave forcing over most of the ocean, this is a result

of the change in liquid water available to clouds outside of the seeded regions as

evaporation rates are reduced with surface temperatures decreases.

The increase in temperature over the Antarctic in the 2CO2 is reduced by 1 K com-

pared with Figure 5.1(c) when MCB is deployed in three regions as shown in Fig-

ure 5.2(c). The three regions underneath the stratocumulus clouds are shown to

cool noticeably and this could have an impact upon marine life. The reduction in

cloud forcing in Figure 5.2(b) over the Amazon is reflected in the change in tem-

perature where there is an increase of up to 1 K. The change in temperature as

a result of doubling carbon dioxide is +0.77 K, however in an atmosphere with the
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(a) Change in CDNC between the 2CO2 and CON sim-
ulations (cm−3).

(b) Change in shortwave forcing at the top of the at-
mosphere between the 2CO2 and CON simulations (W
m−2).

(c) Change in surface temperature between the 2CO2

and CON simulations (K). This figure uses the same
data as Figure 4.3(d).

(d) Change in precipitation rate between the 2CO2 and
CON simulations (mm/day). This figure uses the same
data as Figure 4.5(e).

(e) Change in North polar ice cover between the 2CO2

and CON simulations, contour showing the CON ice
limit. This figure uses the same data as Figure 4.7(d).

(f) Change in South polar ice cover between the 2CO2

and CON simulations, contour showing the CON ice
limit. This figure uses the same data as Figure 4.7(d).

FIGURE 5.1: Comparison of the CDNC (cm−3), shortwave forcing (W m−2), sur-
face temperature (K), precipitation rate (mm/day) and polar ice cover between the

2CO2 and CON simulations described in Table 5.1.
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three regions of MCB the temperature is found to be 0.12 K lower than in the control

scenario.

Cooling is non-uniform but is found to have an impact on the polar ice cover (See

Figures 5.2(e) and 5.2(f)). In the northern hemisphere there is growth in sea ice rel-

ative to the control simulation and the losses in the southern hemisphere are found

to be significantly reduced. The redistribution of ice acts to close the Northwest

passage at the Bering Sea while unfreezing the waters near Greenland. Doubling

atmospheric carbon dioxide concentrations leads to a loss of 5.5x106 km2 of sea

ice across the globe. In a double carbon dioxide atmosphere with three region MCB

this loss in ice cover is reduced to 0.2x106 km2.

5.1.4 Impact of seeding the entire marine atmosphere in a dou -

ble carbon dioxide atmosphere

Figure 5.3(a) shows the difference in CDNC between MCBA 2CO2 and CON. In

MCBA 2CO2 the seeding is simulated across all ocean shown in Figure 4.2(b).

As a result of the seeding the continents of Africa, Europe and South America all

see a reduction in CDNC, with localised effects also impacting South Australia,

the Indian sub-continent and the Western United States. The reduction in CDNC

over continental areas is a result of the model only identifying CDNC when clouds

are present. The water vapour that is used to form continental clouds in the CON

simulation appears to be used to form clouds over the ocean. In South East Asia

and North Australia there is an increase in CDNC due to seeded air parcels being

advected from the oceans. There is a further decrease in CDNC over the Sahara

which may result in a change in precipitation over the desert area. As can be seen

in Figure 5.3(b) there are three areas with a large change to the shortwave forcing.

The two areas in the South Atlantic and North Pacific match recommended seeding

regions from Figure 4.2(a). However, they do not exhibit the same behaviour seen

at the limits of the seeding regions in Figure 5.2(b). This is due to the lack of any

sharp change in CDNC at the edges of the seeding region in MCB3 2CO2. There
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(a) Change in CDNC between the MCB3 2CO2 and
CON simulations (cm−3).

(b) Change in shortwave forcing at the top of the atmo-
sphere between the MCB3 2CO2 and CON simulations
(W m−2).

(c) Change in surface temperature between the
MCB3 2CO2 and CON simulations (K). This figure uses
the same data as Figure 4.4(e).

(d) Change in precipitation rate between the
MCB3 2CO2 and CON simulations (mm/day). This
figure uses the same data as Figure 4.6(e).

(e) Change in North polar ice cover between the
MCB3 2CO2 and CON simulations, contour showing
the CON ice limit. This figure uses the same data as
Figure 4.8(d).

(f) Change in South polar ice cover between the
MCB3 2CO2 and CON simulations, contour showing
the CON ice limit. This figure uses the same data as
Figure 4.8(d).

FIGURE 5.2: Comparison of the CDNC (cm−3), shortwave forcing (W m−2), sur-
face temperature (K), precipitation rate (mm/day) and polar ice cover between the

MCB3 2CO2 and CON simulations described in Table 5.1.
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is a peak of 120 W m−2 in the Pacific equatorial shortwave forcing and an increase

in the southern Indian Ocean. The changes in shortwave forcing over land are

small in magnitude in comparison with the ocean changes. Despite this there is

a reduction in shortwave forcing (20 W m−2) over the Amazon indicating that the

region is reflecting away less energy, this is due to a reduction in cloud levels and

may lead to vegetation loss as shown in Jones et al. (2009).

Seeding the entire ocean results in substantial changes in precipitation over the

entire globe with reductions of between 0.1 mm/day and 2.0 mm/day over several

continents. These reductions could have a severe impact on the rainforests. In

contrast to this there is an increase in precipitation over Africa, India and Australia

which could alleviate droughts and promote agriculture.

Under the influence of MCB over the entire ocean the majority of the surface has a

reduction in temperature of between 2 K and 10 K, this can be seen in Figure 5.3(c).

There is a significantly larger decrease in temperature in the Norwegian sea. This

appears to be part of a dipole with a large increase in temperature found south of

Greenland. These changes in temperature could have an impact on ocean life.

There is an increase in sea ice cover of 31x106 km2 compared with the Control

simulation which further contributes to the shortwave forcing. There is an increase

in the southern hemisphere ice cover out to 55◦ S, while in the northern hemisphere

the Baltic and Caspian Seas become ice locked.

5.2 Meridional Heat Flux

The MHF is the process for the transfer of energy from the tropics to the poles.

Currents within the atmosphere and ocean work to restore thermal equilibrium es-

sentially by pumping heat towards the poles from the tropics. The ocean is pos-

tulated to contribute roughly 2 PW of the 5 PW MHF (Wunsch, 2005). A change

in the MHF is a process proposed in this work to link changes in the tropics with

changes in polar regions. If the Earth were a solid with no atmosphere or ocean
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(a) Change in CDNC between the MCBA 2CO2 and
CON simulations (cm−3).

(b) Change in shortwave forcing at the top of the atmo-
sphere between the MCBA 2CO2 and CON simulations
(W m−2).

(c) Change in surface temperature between the
MCBA 2CO2 and CON simulations (K). This figure uses
the same data as Figure 4.4(f).

(d) Change in precipitation rate between the
MCBA 2CO2 and CON simulations (mm/day). This
figure uses the same data as Figure 4.6(e).

(e) Change in North polar ice cover between the
MCBA 2CO2 and CON simulations, contour showing
the CON ice limit. This figure uses the same data as
Figure 4.8(f).

(f) Change in South polar ice cover between the
MCBA 2CO2 and CON simulations, contour showing
the CON ice limit. This figure uses the same data as
Figure 4.8(f).

FIGURE 5.3: Comparison of the CDNC (cm−3), shortwave forcing (W m−2), sur-
face temperature (K), precipitation rate (mm/day) and polar ice cover between the

MCBA 2CO2 and CON simulations described in Table 5.1.
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then the energy incoming at the tropics could only be transferred using conduction

through the surface or radiation back to space. With the presence of fluids such

as an atmosphere or ocean then the possibility of transport of energy polewards

exists (Wunsch, 2005). The MHF can be calculated for the atmosphere, ocean or

as a sum of both (Trenberth and Caron, 2001; Wunsch, 2005). The method for

calculating the total MHF is described in Section 5.2.1.

5.2.1 Meridional Heat Flux in HadGEM1

The motion of energy from the tropics to the poles can be calculated in several

ways. For this work the method from Trenberth and Caron (2001) is used. Within

this method the atmospheric and oceanic heat fluxes are components of the overall

radiative MHF; removing the need to integrate over the full atmospheric and oceanic

depths while still retaining influences from both. In Trenberth and Caron (2001) the

Earth Radiation Budget Experiment (ERBE) dataset is used to calculate the MHF

of the climate system which is then split into atmospheric and oceanic components.

The calculation of the MHF cannot be performed in the same manner as evaluat-

ing temperature or precipitation as it is not a standard output from HadGEM1. A

zonal mean of the radiative flux difference (see Section 4.2.2.1) at the top of the

atmosphere is found, this is shown in Figures 5.4(a) and 5.4(b). Figure 5.4(a) is

copied from Figure 2 (a) of Wunsch (2005) and shows the radiative flux difference

at the top of the atmosphere from the ERBE dataset. Figure 5.4(b) is the HadGEM1

equivalent of Figure 5.4(a).

Latitude bands are loops around the globe with steps in the zonal direction they are

defined by the model grid or by the grid of data interpolation. This value is then

multiplied by the area of each latitude band. This results in a flux of energy out

of the atmosphere which is generally found to be close to 1014 W. These results

are shown in Figures 5.4(c) and 5.4(d). Figure 5.4(c) is copied from Figure 2 (b)

of Wunsch (2005) and shows the latitude weighted energy flux out of the top of
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the atmosphere. Figure 5.4(d) is the HadGEM1 equivalent of Figure 5.4(c) and is

interpolated to match the ERBE dataset resolution, (see below for details).

The final calculation is to sum the values from the South pole to the North pole.

This results in the sinusoidal shape as clearly seen in Figures 5.4(e) and 5.4(f). The

dotted line on both Figures 5.4(e) and 5.4(f) shows the result from taking the values

from the North Pole to the South Pole, this shows the error in the accumulation at

the Equator (Wunsch, 2005). If the climate system is balanced then the dashed line

would overlay the solid line. The difference shows the excess energy in the climate

system which is responsible for climate changes (Wunsch, 2005).

The model data used for this comparison is the final 20 years from the CON simu-

lation described in Table 4.1. Figures 5.4(a) and 5.4(b) appear to be quite similar

with the model having a slightly larger range of values between the tropics and

the poles. To produce Figure 5.4(d) the data from Figure 5.4(b) is interpolated

from the HadGEM1 model grid (See Section 3.1.1) to 2.5◦ square grid used by the

ERBE dataset. The interpolation enables a direct comparison between the results

in Figures 5.4(c) and 5.4(d). If the original grid spacing is retained the HadGEM

results shows a larger number of smaller fluxes. In Figures 5.4(e) and 5.4(f) the

shape of the MHF is predicted well by the model however the imbalances are of

different magnitudes. This is possibly due to the model being able to collect all the

data simultaneously and not be dependent on point measurements. The simula-

tion in CON is run for 70 years allowing the climate system to approach equilib-

rium (Parkes et al., 2012).

5.2.2 Changes in the MHF as a result of MCB

The link between the changes in the CDNC to the impacts on polar regions is shown

in stages in the results in Sections 5.1.3 and 5.1.4. With an increase in CDNC, the

clouds become more reflective and thus cool the atmosphere and waters below

which are then moved by existing oceanic currents. The proposed mechanism that

allows MCB to exert an effect on the poles is a change in MHF. The results shown in
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(a) Sum of average incoming and outgoing radiation
recorded by the ERBE dataset (W m−2). Image copied
from Wunsch (2005).

(b) Zonal mean plot of the radiative flux difference at
the top of the atmosphere in HadGEM1 (W m−2).

(c) The data from Figure 5.4(a) multiplied by the area
in each latitude band (W). Image copied from Wunsch
(2005).

(d) The equivalent of Figure 5.4(c) where the data from
Figure 5.4(b) is interpolated to the same resolution as
the ERBE dataset.

(e) The accumulation from the South to North poles of
the data in Figure 5.4(c) (PW). The dotted line shows
the value from North to South poles with a jump at the
Equator signifying the imbalances in the system. Image
copied from Wunsch (2005).

(f) The accumulation from the South to North poles of
the data in Figure 5.4(d) (PW). The dotted line shows
the value from North to South poles with a jump at the
Equator signifying the imbalances in the system.

FIGURE 5.4: A comparison of the radiative flux difference at the top of the atmo-
sphere (W m−2), the latitude weighted radiative power (W) and the radiative MHF

(PW) for the ERBE dataset in Wunsch (2005) and this work.
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FIGURE 5.5: The total radiative MHF (PW) calculated for four climate simulations
described in Table 4.1.

Figure 5.5 all exhibit the expected sinusoidal shape of a MHF. The most noticeable

change is the significant reduction in the MHF from MCBA 2CO2. MCBA 2CO2

reduces the maximum MHF to 3.98 PW from 5.84 PW in CON. This is a significant

reduction from the double preindustrial carbon dioxide levels found in 2CO2 which

increases the maximum MHF to 6.05 PW (Parkes et al., 2012). The maximum

MHF in MCB3 2CO2 is 5.73 PW which contributes to the slight cooling found in

comparison with CON, this is consistent with the polar ice extent plots shown in

Figures 5.2(e) and 5.2(f).

5.3 Discussion and Summary

An investigation is performed into the impacts of MCB using the HadGEM1 climate

model. Within the model the climate system is modified by increasing the CDNC

in selected maritime regions. It is shown that the fields such as cloud droplet num-

ber concentration have an effect on shortwave forcing and precipitation rate. Fur-

thermore these changes in the temperatures are shown to have an impact on the

surface temperature and polar ice cover.
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The results from comparing CON and 2CO2 indicate how changes to the global

average carbon dioxide concentration affects both temperature and precipitation

rates. However it is noted that the reliability of GCM precipitation predictions in tropi-

cal regions is low, Section 3.2.2. When a comparison of MCB3 2CO2 or MCBA 2CO2

with CON is performed it is possible to asses the climate impact of the MCB scheme

in question and its ability to restore an original climate state while in an increased

carbon dioxide atmosphere.

The results shown in Sections 5.1.3 and 5.1.4 show the ability of two MCB schemes

(three region and whole ocean) to restore the original climate state. In particular

the surface temperature and precipitation rate results are of interest as the former

is a regularly used metric (Bala et al., 2011; Jones et al., 2011) and the latter is a

commonly cited issue with MCB (Bala et al., 2011; Jones et al., 2009, 2011; Rasch

et al., 2010). These results show that MCB is capable of restoring global average

surface temperatures or reducing them beyond the control state while also reducing

precipitation rates by 0.44 mm/day in the case of MCBA 2CO2.

The calculation of the MHF is done in stages as shown in Section 5.2.1 where the

results from HadGEM1 are compared to the results from the ERBE dataset calcu-

lated in Trenberth and Caron (2001). The zonal average model radiation balance

is shown to be in good agreement with the satellite dataset. The amount of energy

moved polewards by the MHF is shown to increase with increasing carbon dioxide

levels. The final value of the MHF is shown to be in good agreement with observed

satellite results whereby the northernmost value should equal zero. This is not the

case in the satellite data and the differences are attributed to errors or warming

the climate (Wunsch, 2005). The quality of model results is attributed to the model

ability to record data from all points simultaneously instead of the temporal and

physical restrictions brought on by satellite data recording.

It is suggested here that a change in the MHF is the process that allows MCB to

exert an influence on polar regions while seeding in the tropics. This change in MHF

in the case of MCB3 2CO2 is shown to be close to the magnitude of the change

brought about by doubling carbon dioxide concentrations in the atmosphere. The
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reduction in MHF is shown to be significantly larger under the entire ocean seeding

scenario (MCBA 2CO2).

Future work on the impact of MCB on the MHF could be undertaken to identify the

relative contribution of the atmospheric or oceanic MHF as modified by MCB. As

the atmosphere and ocean have different response times it is important to identify

which flux is modified as this will have an impact on any deployment of MCB.



Chapter 6

Impacts of MCB on two aspects the

tropical climate

Marine cloud brightening is focused in the tropics and subtropics where incoming

solar radiation is at its greatest. As detailed in Chapter 5 modifications to the trop-

ical radiation balance lead to changes in polar temperatures and ice fractions. In

this chapter the impacts of MCB on the tropics are investigated.

6.1 Tropical cyclones

Depending on their geographical location tropical cyclones have several different

names including hurricane, typhoon, cyclonic storm, tropical storm and tropical de-

pression. There are seven regions where cyclogenesis is a regular occurrence

each with their own season. These seven locations are the North Atlantic, North-

west Pacific, Northeast Pacific, Southwest Pacific, North Indian, Southeast Indian

and Southwest Indian ocean basins. A table with the tropical cyclone season and

the names used to describe these storms is shown in Table 6.1. Where possi-

ble this work uses the geographically correct term for each cyclonic system and

otherwise uses tropical cyclone for general cases. Tropical cyclones are a heavily

107
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FIGURE 6.1: Locations of seven oceanic basins where investigations are per-
formed into the effectiveness of using MCB as a tool to reduce the intensity of
tropical cyclones. Contoured data shows annual average sea surface temperature

(K) from the CON simulation described in Table 4.1.

Ocean basin Number Season Peak season Cyclone name

North Atlantic 1 June - November August - October Hurricane
Northeast Pacific 2 May - November August - September Hurricane
Northwest Pacific 3 April - January June - November Typhoon
North Indian 4 April - December May, November Cyclonic storm
Southwest Pacific 5 November - April December - March Tropical cyclone
Southeast Indian 6 November - April December - March Tropical cyclone
Southwest Indian 7 November - April December - March Tropical cyclone

TABLE 6.1: The tropical cyclone season, peak season and basin specific name for
several ocean basins. The numbers relate to the numbered basins in Figure 6.1.

researched topic as they are responsible for significant loss of human life as a result

of windstorms, floods or landslides. A plot showing the analysis regions for each

cyclone basin is shown in Figure 6.1.
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6.1.1 Life cycle

Formation of tropical cyclones, also known as cyclogenesis, is dependent on sev-

eral contributory factors. Convection powers tropical cyclones, to maintain con-

vection suitable for forming a tropical cyclone the following conditions need to be

met; the surface temperature is required to be above 26.5 ◦ C, there must be a

sufficiently humid mid troposphere and the storm is required to be a sufficient dis-

tance from the Equator to provide angular momentum from the Coriolis force (Gray,

1968). Tropical cyclones require warm waters to a depth of at least 50 m to power

the convective systems and therefore any MCB approach requires cooling to the

same depth. Winds and waves on the ocean surface encourage mixing while any

surface waters that are cooled become denser than the warmer waters below and

will sink until they reach an equilibrium depth. These conditions provide an unstable

atmosphere which can be disturbed by a low pressure system and form a cyclone.

An example low pressure system would be a convective storm moving East during

the African monsoon season. To prevent the breakup of the cyclone there is a re-

quirement for low vertical wind shear. While a tropical cyclone can be formed when

each of these conditions is satisfied, there is no guarantee of cyclogenesis (Gray,

1968).

While conditions persist it is possible for a tropical cyclone to deepen, whereby

the low pressure at the centre of the storm is further reduced. This deepening is

sometimes accompanied with the creation of an eye at the centre of the storm, an

example eye is shown in Figure 6.2. The path of a tropical cyclone is governed by

the large scale atmospheric winds (Gray, 1968). The Coriolis force acts to move a

storm polewards while prevailing winds have an Easterly direction. When a storm

moves away from the tropics it is often moved by the Westerlies (trade winds) over

extra-tropical waters. Tropical cyclones can also interact with other systems includ-

ing other cyclones. A particular example of this is when two cyclones merge to form

a single system (Fujiwhara, 1921).
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FIGURE 6.2: A photograph of Hurricane Isabel (2003) in the Atlantic Ocean where
the eye can clearly be seen at the centre of the image. Photograph taken by
Astronaut Ed Lu aboard the International Space Station. Image released to the

public domain by NASA.

Tropical cyclones weaken and dissipate into low pressure systems when the condi-

tions to continue convection break down. This includes landfall where the humidity,

latent heat flux and surface temperatures can drop significantly. If a tropical cyclone

moves over a patch of ocean with insufficient temperature the convective processes

weaken and the storm begins to lose energy (Tuleya, 1994).

6.1.2 Impacts

Tropical cyclones are powerful phenomena with the ability to do significant damage

to coastal regions. In some cases a tropical cyclone can persist for several days

inland and cause further damage (Tuleya, 1994). Much of the damage done is a

result of windspeeds and flooding associated with high rainfall. The high water lev-

els can also lead to mudslides which do further damage. Several well documented
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storms are known to have caused deaths and property damage in recent years

including Hurricane Katrina (2005) in the United States of America, Typhoon Muifa

(2004) in the Philippines and Hurricane Ike (2008) in both the Caribbean and the

United States of America.

6.1.3 Impacts of climate change and MCB on surface tempera-

tures in tropical cyclone basins

Climate change is discussed as a potential reason for an observed increase in the

amount of power dissipated by North Atlantic Hurricanes (Holland, 1997). Much of

this increase in power is attributed to an increase in sea temperatures as a result

of global warming (Bender et al., 2010; Emanuel, 2005; Knutson et al., 2010; Mann

and Emanuel, 2006; Webster et al., 2005; Wu et al., 2010). There are predictions

that global warming leads to a reduction in the frequency of tropical cyclones (Held

and Zhao, 2011). With the results of (Held and Zhao, 2011) combined with the

work in Bender et al. (2010); Emanuel (2005); Knutson et al. (2010); Webster et al.

(2005); Wu et al. (2010) it is predicted that as a result of climate change there

will be a fewer storms, each of which will dissipate a larger amount of power. It

is however argued by Kossin et al. (2007) that the increase in energy dissipation

found in Webster et al. (2005) is not correct as the upward tend in energy is not

found in longer records. Therefore Kossin et al. (2007) states that the changes can

only be applied to North Altantic hurricanes.

It is shown in Sections 5.1.3 and 5.1.4 that MCB is capable of restoring control

climate temperatures while in a double preindustrial carbon dioxide atmosphere.

Work from Dare and McBride (2011) found that more than 93 % of tropical cyclones’

formation happened where sea surface temperatures (SSTs) are over 26.5◦C. It is

suggested that MCB can cool surface oceans this can reduce the energy avail-

able to tropical cyclones and therefore reduce their intensity. The suggestion of

using MCB to reduce tropical cyclone intensity is not related in any way to seeding

the cyclones directly with the aim of dispersing them. MCB instead as shown in



Chapter 6. Impacts of MCB on the tropics 112

Experiment name Carbon dioxide fraction (ppm) Seeding scheme

CON 440 None
2CO2 440 + 1 %/year, held at 560 None
MCB3 440 Three regions, Figure 4.2(a)
MCBA 440 All ocean, Figure 4.2(b)
MCB3 2CO2 440 + 1 %/year, held at 560 Three regions, Figure 4.2(a)
MCBA 2CO2 440 + 1 %/year, held at 560 All ocean, Figure 4.2(b)

TABLE 6.2: The various climate scenario simulations run using HadGEM1 to inves-
tigate the climate effects of geoengineering via MCB. Where CON is the Control
simulation and 2CO2 gradually increases carbon dioxide levels to double prein-
dustrial levels. MCB3 and MCBA are MCB simulations run in the control atmo-
sphere without the effects of doubling preindustrial carbon dioxide. MCB3 2CO2

and MCBA 2CO2 are geoengineering simulations using MCB in the same atmo-
spheric conditions as 2CO2. This is a reordered version of Table 4.1.

Chapter 5 relies on changing the temperature of the oceans. These cooled waters

are then moved by existing oceanic currents and reduce temperatures across the

globe. Each of the seven ocean basins is analysed in turn during the peak tropical

cyclone season using the simulations in Table 4.1. Table 6.2 is a reordered copy of

Table 4.1 and is shown here for completeness.

An investigation into the temperature changes brought on by the changes detailed

in Table 6.2 is divided into three sections. Section 6.1.3.1 investigates the impact

of increasing atmospheric carbon dioxide fractions by comparing the temperature

results between CON and 2CO2. Section 6.1.3.2 investigates the impacts of MCB

on temperatures in tropical cyclone basins. The results in Section 6.1.3.3 show

the impact of MCB in an increased carbon dioxide atmosphere on the sea surface

temperatures in tropical cyclone basins.

6.1.3.1 Impacts of increasing greenhouse gas concentratio ns on sea sur-

face temperatures in tropical cyclone basins

A comparison between the CON and 2CO2 simulations allows an investigation into

the projected changes in sea surface temperature as a result of increasing atmo-

spheric carbon dioxide concentrations. An increase in temperature is likely to result
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in fewer higher intensity tropical cyclones (Bender et al., 2010; Held and Zhao,

2011; Knutson et al., 2010; Webster et al., 2005; Wu et al., 2010).

The results from Figure 6.3 show that each of the seven tropical cyclone basins

analysed are subject to an increase in sea surface temperatures as a result of

increasing atmospheric carbon dioxide concentrations. The surface temperature

during the tropical cyclone season for all seven basins increases in temperature by

between 0.4 K and 0.7 K. The basins which record the largest change in sea surface

temperature are the Northeast Pacific and North Atlantic basins which are warmed

by 0.63 K and 0.62 K respectively. The basin where the change in temperature is

smallest is the Southwest Pacific (Figure 6.3(e)) where the increase in sea surface

temperature is 0.44 K.

6.1.3.2 Impacts of MCB on sea surface temperatures in tropic al cyclone

basins

The results for changes in sea surface temperatures for the seven tropical cyclone

basins described in Figure 6.1 and Table 6.1 are shown in Figures 6.4 and 6.5. In

Figures 6.4 and 6.5 the results comparing MCB3 and CON are in the left panels

with the results comparing MCBA and CON in the right panels. The order of results

is the same as shown in Table 6.1.

In the comparison between MCB3 and CON the change in surface temperature is

always negative with the exception of the Northeast corner of the Pacific Typhoon

region shown in Figure 6.4(e), this may be due to circulation changes related to

the permanent La Niña (ENSO cool phase) brought on by three region MCB. In the

results shown in Figure 6.4(a) there are regions with little to no change in temper-

ature surrounded by areas where cooling is present. Despite the lack of seeding

in the Indian ocean the results in Figures 6.4(g), 6.5(c) and 6.5(e) show cooling of

between 0.4 K and 0.8 K over the majority of each regions. This cooling is caused

by the existing oceaninc currents advecting water from the seeded regions (see
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(a) Comparison between MCB3 and CON SST (K) dur-
ing peak North Atlantic Hurricane season.

(b) Comparison between MCBA and CON SST (K) dur-
ing peak Northeast Pacific Hurricane season.

(c) Comparison between MCB3 and CON SST (K) dur-
ing peak Northwest Pacific Typhoon season.

(d) Comparison between MCBA and CON SST (K) dur-
ing peak North Indian Cyclonic storm season.

(e) Comparison between MCB3 and CON SST (K) dur-
ing peak Southwest Pacific Tropical storm season.

(f) Comparison between MCBA and CON SST (K) dur-
ing peak Southeast Indian Tropical storm season.

(g) Comparison between MCB3 and CON SST (K) dur-
ing peak Southwest Indian Tropical storm season.

FIGURE 6.3: Change in SST (K) during peak tropical cyclone season for the seven
tropical cyclone basins described in Figure 6.1. For each plot the dashed box

shows the tropical cyclone basin of interest.
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Figure 4.2(a)) to other areas. The oceanic currents carrying cooled water to re-

mote regions is investigated in Chapter 5 where the Meridional Heat Flux is shown

to change with MCB.

The results from comparing MCBA and CON show a much larger reduction in tem-

perature in all seven basins. Seeding of a tropical cyclone would not happen under

realistic deployment of MCB as tropical cyclones create significant amounts of sea

spray and would render the flux from a ship in the local area negligible.

6.1.3.3 Impacts of MCB in an increased carbon dioxide atmosp here on sea

surface temperatures in tropical cyclone basins

The results in Sections 6.1.3.1 and 6.1.3.2 investigate the impacts of increasing

greenhouse gas concentrations and MCB on tropical cyclones independently. This

section investigates the impacts of concurrant increases in greenhouse gases with

marine cloud brightening. The plots in Figures 6.6 and 6.7 are in the same order as

Figures 6.4 and 6.5. In Figures 6.6 and 6.7 the comparison between MCB3 2CO2

and CON is on the left and the comparison between MCBA 2CO2 and CON is on

the right.

The impacts of three region MCB in an increased carbon dioxide concentration

atmosphere is cooling in six of the seven tropical cyclone basins, the exception

being the North Atlantic. In the North Atlantic the temperature changes across

much of the analysed region are close to the control however the south of the region

is subject to a small warming of between 0.3 K and 0.7 K. The warming in the south

of the North Altantic hurricane development region (Figure 6.6(a)) would lend extra

energy to any tropical storms or hurricanes. Tropical storms that propagate from

African Easterly waves often follow the southern edge of the hurricane development

region and the results here indicate that three region MCB would not ameliorate the

warming brought on by increasing atmospheric greenhouse gas concentrations.

The warming in the north of the Northwest Pacific typhoon development region

(Figure 6.6(e)) is not in the primary storm track and would not result in an increase
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(a) Comparison between MCB3 and CON SST (K) dur-
ing peak North Atlantic Hurricane season.

(b) Comparison between MCBA and CON SST (K) dur-
ing peak North Atlantic Hurricane season.

(c) Comparison between MCB3 and CON SST (K) dur-
ing peak Northeast Pacific Hurricane season.

(d) Comparison between MCBA and CON SST (K) dur-
ing peak Northeast Pacific Hurricane season.

(e) Comparison between MCB3 and CON SST (K) dur-
ing peak Northwest Pacific Typhoon season.

(f) Comparison between MCBA and CON SST (K) dur-
ing peak Northwest Pacific Typhoon season.

(g) Comparison between MCB3 and CON SST (K) dur-
ing peak North Indian Cyclonic storm season.

(h) Comparison between MCBA and CON SST (K) dur-
ing peak North Indian Cyclonic storm season.

FIGURE 6.4: Change in SST (K) during peak tropical cyclone season for the North
Atlantic, Northeast Pacific, Northwest pacific and North Indian ocean basins as a
result of MCB in three regions (left panels) or MCB over the entire ocean surface
(right panels). For each plot the dashed box shows the tropical cyclone basin of

interest.
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(a) Comparison between MCB3 and CON SST (K) dur-
ing peak Southwest Pacific Tropical storm season.

(b) Comparison between MCBA and CON SST (K) dur-
ing peak Southwest Pacific Tropical storm season.

(c) Comparison between MCB3 and CON SST (K) dur-
ing peak Southeast Indian Tropical storm season.

(d) Comparison between MCBA and CON SST (K) dur-
ing peak Southeast Indian Tropical storm season.

(e) Comparison between MCB3 and CON SST (K) dur-
ing peak Southwest Indian Tropical storm season.

(f) Comparison between MCBA and CON SST (K) dur-
ing peak Southwest Indian Tropical storm season.

FIGURE 6.5: Change in SST (K) during peak tropical cyclone season for the South-
west Pacific, Southeast Indian and Southwest Indian ocean basins as a result of
MCB in three regions (left panels) or MCB over the entire ocean surface (right
panels). For each plot the dashed box shows the tropical cyclone basin of interest.
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in typhoon energy. The remaining five tropical cyclone basins (Northeast Pacific,

North Indian, Southwest Pacific, Southeast Indian and Southwest Indian) each are

cooled between 0.28 K and 1.1 K with a maximum cooling found in the Northeast

Pacific ocean basin (see Table 6.3). The stronger cooling found in the Northeast

Pacific ocean basin is a result of the close proximity of the North Pacific seeding

region shown in Figure 4.2(a).

The comparison between MCBA 2CO2 and CON shows a strong cooling across all

seven tropical cyclone basins with a maximum cooling of 8.1 K found in the North-

east Pacific basin. The smallest cooling is found in the North Atlantic, indicating

that this region warms more readily in a double carbon dioxide atmosphere.

6.1.4 Discussion and summary of the impacts of climate chang e

and MCB on tropical cyclones

An investigation into the effectiveness of using MCB to alter tropical cyclone inten-

sity has been carried out using the HadGEM1 climate model. It is shown in several

publications that tropical cyclone formation is dependent on multiple factors includ-

ing the temperature of the waters below the cyclonic system (Dare and McBride,

2011; Gray, 1968; Holland, 1997). Furthermore it is shown that the increase in

global average temperatures brought on by climate change results in fewer higher

intensity tropical cyclones (Bender et al., 2010; Knutson et al., 2010; Webster et al.,

2005; Wu et al., 2010). Tropical cyclones however form during a specific season

which is dependant on location. To account for this the temperature results are av-

eraged over the most active months of each tropical cyclone season. The average

change in surface temperatures for each ocean basin are shown in Table 6.3.

The results shown in Figures 6.6 and 6.7 show that during peak tropical cyclone

seasons the surface temperatures can be cooled using MCB while in an increased

carbon dioxide concentration atmosphere. Several publications show that MCB is

capable of reducing sea surface or surface temperatures while in an atmosphere
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(a) Comparison between MCB3 and CON SST (K) dur-
ing peak North Atlantic Hurricane season.

(b) Comparison between MCBA and CON SST (K) dur-
ing peak North Atlantic Hurricane season.

(c) Comparison between MCB3 and CON SST (K) dur-
ing peak Northeast Pacific Hurricane season.

(d) Comparison between MCBA and CON SST (K) dur-
ing peak Northeast Pacific Hurricane season.

(e) Comparison between MCB3 and CON SST (K) dur-
ing peak Northwest Pacific Typhoon season.

(f) Comparison between MCBA and CON SST (K) dur-
ing peak Northwest Pacific Typhoon season.

(g) Comparison between MCB3 and CON SST (K) dur-
ing peak North Indian Cyclonic storm season.

(h) Comparison between MCBA and CON SST (K) dur-
ing peak North Indian Cyclonic storm season.

FIGURE 6.6: Change in SST (K) during peak tropical cyclone season for the North
Atlantic, Northeast Pacific, Northwest pacific and North Indian ocean basins as
a result of MCB in three regions (left panels) or MCB over the entire ocean sur-
face (right panels) in an increased carbon dioxide atmosphere. For each plot the

dashed box shows the tropical cyclone basin of interest.
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(a) Comparison between MCB3 and CON SST (K) dur-
ing peak Southwest Pacific Tropical storm season.

(b) Comparison between MCBA and CON SST (K) dur-
ing peak Southwest Pacific Tropical storm season.

(c) Comparison between MCB3 and CON SST (K) dur-
ing peak Southeast Indian Tropical storm season.

(d) Comparison between MCBA and CON SST (K) dur-
ing peak Southeast Indian Tropical storm season.

(e) Comparison between MCB3 and CON SST (K) dur-
ing peak Southwest Indian Tropical storm season.

(f) Comparison between MCBA and CON SST (K) dur-
ing peak Southwest Indian Tropical storm season.

FIGURE 6.7: Change in SST (K) during peak tropical cyclone season for the South-
west Pacific, Southeast Indian and Southwest Indian ocean basins as a result of
MCB in three regions (left panels) or MCB over the entire ocean surface (right
panels) in an increased carbon dioxide atmosphere. For each plot the dashed box

shows the tropical cyclone basin of interest.
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with increasing carbon dioxide concentrations (Bala et al., 2011; Jones et al., 2009,

2011; Rasch et al., 2010). Results from Figures 6.6 and 6.7 are consistent with

published results while focusing on peak tropical cyclone seasons. As can be seen

in Table 6.3 MCB3 is capable of cooling surface waters between 0.5 K and 2.0

K which could lead to a reduction in the available energy for forming tropical cy-

clones. The results from MCBA are much larger in magnitude with cooling values

of between 5.5 K and 9.0 K.

Future work on the topic of impacts on tropical cyclones by MCB could use a com-

bination of climate model results and tropical cyclone forecast model results. The

oceanic and atmospheric outputs from a climate model are potential inputs for the

tropical cyclone forecast model to allow a deeper understanding of the impacts of

MCB on tropical cyclone formation and development.

6.2 Coral bleaching

Coral reefs are structures built over long timescales by colonies of corals. Corals

are small invertebrates that form a calcium based exoskeleton as they grow. The

build up of the exoskeletons eventually forms a reef, the largest group of which is

the Great Barrier Reef to the northeast of Australia. Corals exist in a symbiotic rela-

tionship with algae within their cells, the corals provide nutrients to the algae which

in turn photosynthesise energy from solar radiation and feed the coral. In times of

stress, from temperature or acidity, corals will expell their algae and discolour to

white (Kleypas et al., 2008; Lough, 2000). The discolouration is known as coral

bleaching (Eakin et al., 2010; Hennessy et al., 2007). Corals reefs support large

ecosystems, much like forests on land where the reef provides food, shelter and

hunting grounds for several species ranging from sponges to sharks.
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Ocean Basin 2CO2 - CON MCB3 - CON MCBA - CON MCB3 2CO2 - CON MCBA 2CO2 - CON

North Atlantic 0.62 K -0.46 K -5.4 K 0.032 K -4.8 K
Northeast Pacific 0.63 K -1.9 K -8.9 K -1.1 K -8.1 K
Northwest Pacific 0.51 K -0.93 K -7.6 K -0.35 K -7.2 K
North Indian 0.61 K -0.74 K -6.0 K -0.28 K -5.4 K
Southwest Pacific 0.44 K -1.1 K -5.9 K -0.52 K -5.4 K
Southwest Indian 0.57 K -0.77 K -6.1 K -0.32 K -6.1 K
Southeast Indian 0.54 K -0.81 K -5.5 K -0.29 K -5.5 K

TABLE 6.3: Difference in sea surface temperature (K) between five climate scenarios and a control in seven tropical cyclone develop-
ment regions during peak tropical cyclone season.
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FIGURE 6.8: Location of coral reefs generated from data collected by the Millen-
nium Coral Reef Landsat Archive project undertaken by NASA.

6.2.1 Coral reef locations

Coral reefs are generally found between 30◦ and the Equator with rarer cold and

deep water corals found outside this region. As corals are dependent on both

a flow of nutrients and sunlight they typically inhabit regions with agitated clear

water. Figure 6.8 shows an image of all the reefs captured by a NASA survey

between 1999 and 2003. Figure 6.8 shows that coral reefs are commonly found in

the Caribbean, the rim of the Indian Ocean, in the South East Asian island chains

and out into the Pacific ocean.

6.2.2 Impacts of climate change and MCB on sea surface tem-

peratures in regions containing coral reefs

The results in Figure 6.9 show temperature changes in tropical regions as a result of

either increasing carbon dioxide concentrations, geoengineering via MCB or both.

The results from increasing atmospheric carbon dioxide concentrations shown in

Figure 6.9(a) shows temperature increases of between 0.4 K and 1 K across all

reef regions. The tropical cooling brought on by MCB3 in a control atmosphere

reduces temperatures in reef regions by between 0.4 K and 1.4 K, while the MCBA

results in temperature decreases of between 4 K and 6 K. Figures 6.9(d) and 6.9(e)

show the results of MCB in an increased carbon dioxide concentration atmosphere.
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The comparison between MCB3 2CO2 and CON shows temperature differences in

reef regions of between -0.7 K and +0.4 K with the Great Barrier Reef near Australia

subjct to temperature changes of less than 0.2 K. The stronger cooling brought on

by all sea seeding in an increased carbon dioxide concentration atmosphere results

in temperature changes of between -4 K and -6 K.

6.2.3 Discussion and summary of the impacts of climate chang e

and MCB on regions containing coral reefs

Following work on tropical cyclones, an investigation into temperate changes over

coral reefs is performed using the HadGEM1 climate model. The vulnerability of

corals to climate change and global warming in particular is noted in the IPCC 4th

assessment report (Hennessy et al., 2007; Parry et al., 2007).

The results in Figure 6.9 show that increasing atmospheric carbon dioxide concen-

trations lead to an increase in tropical SSTs which in turn may cause thermal stress

to corals. The warming brought on by increasing atmospheric carbon dioxide con-

centrations is mitigated by three region MCB (Figure 6.9(d)). Using all sea seeding

to mitigate climate change may overcool the tropics and lead to further stress on

the corals.

Corals are dependent on photosynthesis for a portion of their energy and therefore

the increase in cloud cover as a result of MCB requires careful investigation. The

results from three region seeding in an increased carbon dioxide concentration at-

mosphere indicate that MCB could reduce the thermal stress on corals and has the

relative advantage of seeding over very few reefs. In contrast all sea seeding leads

to a significant overcooling and involves seeding over all coral reefs a combination

which may be very damaging to reefs and the surrounding ecosystems.
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(a) Comparison between 2CO2 and CON annual average SST (K) between 30◦ N and 30◦ S. This figure
uses the same data as Figure 4.3(d).

(b) Comparison between MCB3 and CON annual average SST (K) between 30◦ N and 30◦ S.

(c) Comparison between MCBA and CON annual average SST (K) between 30◦ N and 30◦ S.

(d) Comparison between MCB3 2CO2 and CON annual average SST (K) between 30◦ N and 30◦ S. This
figure uses the same data as Figure 4.4(e).

(e) Comparison between MCBA 2CO2 and CON annual average SST (K) between 30◦ N and 30◦ S. This
figure uses the same data as Figure 4.4(f).

FIGURE 6.9: Difference in annual average sea surface temperature (K) between
five climate scenarios and a control scenario in tropical regions between 30◦ N and

30◦ S.
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Expansions of the work on coral reefs, involves using dedicated models which can

read in climate model outputs and predict with higher skills levels the impacts of ei-

ther climate change or MCB on coral reefs (Private Communication Joanie Kelypas

2012).



Chapter 7

Pseudo-random seeding in a climate

model

The HadGEM series of climate models is used to investigate MCB for fixed loca-

tions of seeding to assess the impacts of geoengineering (Jones et al., 2009, 2011;

Latham et al., 2012, 2008). The results from Jones et al. (2009) indicate that seed-

ing the South Atlantic Ocean leads to a significant reduction in precipitation over the

Amazon region (see Section 4.2.1.1 for details). The results in Section 4.2.1.2 show

an increase in Saharan precipitation is also possible after deployment of MCB. This

chapter explores the hypothesis that it is possible to use MCB to target desired

climate changes such as an increase in precipitation or a decrease in polar tem-

peratures. The impact of MCB on precipitation patterns is a criticism of the method

and is investigated in Bala et al. (2011); Jones et al. (2009, 2011); Latham et al.

(2012); Rasch et al. (2010).

7.1 Method

The principal concept used herein is that it is possible to pseudo-randomly seed

multiple regions across the globe and then identify the signal from each region by

127
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deconstructing the timeseries of the variable of interest in an analysis region (S.

Salter Personal Communication 2011). Figure 7.1 shows the seeding and analysis

masks used in this chapter. The seeding regions are designed to all be of similar

size, with the exception of the two regions near Iceland where one region is split in

two. The seeding regions do not match the seeding regions from previous studies

such as Jones et al. (2009, 2011) or work in Chapters 4, 5 and 6. Multiple smaller

regions are selected to allow more detailed investigations of transfer functions from

remote regions to selected analysis regions. To perform the pseudo-random seed-

ing on the 89 regions shown in Figure 7.1(a) the model is initially run normally for

20 years starting from a 2050 CON simulation start point (see Section 4.1) while

outputting the mean CDNC every ten days. The model is then rerun with the CDNC

values fixed at their ten day average values. The 89 seeding regions shown in Fig-

ure 7.1(a) are switched ‘on’ and ‘off’ using a unique pseudo-random sequence.

When a region is ‘on’ the number of droplets is multiplied by 150 % and when it

is ‘off’ the droplet number is reduced to 66 %. Figure 7.1(b) shows the analysis

regions used in this chapter. The analysis regions are designed to cover areas of

interest in both the poles and the tropics.

Figure 7.2 shows an example of this set up using randomly generated numbers

between 0 and 150 as a substitute for the CDNC. The pseudo-random number se-

quences for this chapter are generated using the Rand function within the MATLAB

software. In order to ensure the quality of results the pseudo-random simulations

are run using eight different sets of pseudo-random numbers. For each pseudo-

random set of values the second half of the track is the inverse of the first half to

remove any biases. A step by step description of the method used is detailed in the

bullet points below and is also shown in flow chart form in Appendix B.

• Calculate average results of the desired variable for both fixed and modified

records over chosen analysis region, Figures 7.3(a) and 7.3(b)

• Subtract fixed record results from the modified record results to remove an-

nual cycle, Figure 7.3(c)
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(a) Image showing the 89 seeding areas used to investigate the effects of pseudo-random seeding in
HadGEM1.

(b) Image showing the 16 analysis areas used to investigate the effects of pseudo-random seeding in
HadGEM1.

FIGURE 7.1: Seeding and analysis maps used in development and analysis of
pseudo-random seeding of a climate model.
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FIGURE 7.2: An example of randomly generated cloud droplet numbers (blue),
the average of the random series (cyan), a pseudo-random sequence (green) and
the average of the random sequence multiplied by the pseudo-random sequence

(black).

• Subtract mean from remaining record to give new average of zero, Figure 7.3(d)

• While seeding is switched ‘on’ in the seeding region, invert the value in Fig-

ure 7.3(d) about zero, Figure 7.3(e)

• The value of the mean of the pseudo-random switched track (Figure 7.3(e))

divided by the seeding fraction (150 %) is the transfer function

• Mean the transfer functions over the eight pseudo-random runs

• Repeat method for each possible time lag up to six months

• Select largest magnitude value as the transfer function

A flow chart of this method is shown in Appendix B

For each seeding region there is a signal to every analysis region for the selected

variable. Each signal requires individual extraction using the method detailed above

(S. Salter Personal Communication 2011). An example set of plots showing the

method for identifying the transfer function between a single analysis and seeding
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region is shown in Figure 7.3. Figures 7.3(a) and 7.3(b) show the 20 year tem-

perature track for an example analysis region under control conditions and during

one pseudo-random simulation. Figure 7.3(c) shows the difference between Fig-

ures 7.3(a) and 7.3(b) where the red line shows the mean value. Figure 7.3(d) is

Figure 7.3(c) where the mean is subtracted from each point. Figure 7.3(e) shows

the track from Figure 7.3(d) when the value is inverted about zero when the track

from Figure 7.3(f) is ‘on’. Figure 7.3(f) shows the sections of the simulation when

the pseudo-random seeding is on. The final value of the transfer function is the

average of the plot in Figure 7.3(e) divided by 150 %. Finding the predicted change

in a quantity based on the transfer function requires a single calculation, the value

of the transfer function is multiplied by the relative change in CDNC. For exam-

ple doubling the CDNC is a 100 % increase, therefore the expected change in the

quantity is 100 mulitplied by the transfer function. The example shown in Figure 7.3

is for an instantaneous change however it is possible that there is an amount of

time taken for a change in a seeding region to propagate to an analysis region. To

account for a lag the switch which takes place in Figure 7.3(e) can be delayed by

a number of time steps depending on the output frequency. The values shown in

Sections 7.2.1 and 7.2.2 show the maximum transfer function across all possible

time lags between 0 days and 180 days.

7.2 Climate model results

The results from the 10 day mean outputs are shown in Section 7.2.1. An improve-

ment to the method is developed using daily output data and the results from this

are shown in Section 7.2.2.

7.2.1 Results from 10 day mean data

The Amazon region of South America is a large area which is considered to be

at risk from precipitation reductions if MCB is deployed. Figure 4.6 shows results
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(a) An example temperature track from one analysis re-
gion during the Fixed CDNC simulation (K).

(b) An example temperature track from one analysis re-
gion during one of the pseudo-random CDNC simula-
tions (K).

(c) The difference between the values in Figures 7.3(a)
and 7.3(b) (K). The red dashed line shows the mean
and the black dashed line shows zero.

(d) As Figure 7.3(c) except the mean is set to zero.

(e) As Figure 7.3(d) with the value switched about zero
when the seeding is ‘on’ (K).

(f) Example section of the seeding track as used in Fig-
ure 7.3(e) to switch the average. The dashed line at the
base of the plot indicates times when seeding is ‘on’.

FIGURE 7.3: Example pseudo-random seeding result from the HadGEM1 climate
model. Showing a temperature track from a Fixed CDNC simulation, a pseudo-
random simulation. The difference between the tracks, the difference between the
tracks with a mean of zero. The track after switching according to a pseudo-random
number track and the pseudo-random number track used to perform the switching.
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from various model simulations of MCB, all find a precipitation reduction over the

Amazon. In particular the work by Jones et al. (2009) finds that seeding off the

Namibian coast to be responsible for the precipitation reduction over the Amazon.

To allow more detailed analysis here there are two analysis regions in the Amazon

(see Figure 7.1(b)). Two regions are selected as results in Figure 4.6 show that

precipitation reductions from MCB do not necessarily cover the entire Amazon re-

gion. In particular the results from Rasch et al. (2010), shown in Figure 4.6(d) have

different results for the precipitation change in the northern and southern analysis

regions of the Amazon.

Figures 7.4 and 7.5 show the maximum transfer function for precipitation as a re-

sult of pseudo-random seeding of 89 seeding regions. The results in Figures 7.4(a)

and 7.4(b) show that seeding regions off the southwest coast of Africa does lead

to a reduction in precipitation over the Amazon. However the seeding region with

the highly negative transfer function differs depending on the area of the Ama-

zon analysed. The results in Figures 7.4(a) and 7.4(b) do not match the results

from Jones et al. (2009), where the present work finds changes to the Amazon that

are dependent on seeding location within the South Atlantic. The results shown

in Figures 7.5(c) and 7.5(d) contrast with results shown in Figure 4.6 where MCB

generally leads to an increase in precipitation over Africa. The reduction found in

precipitation is possibly due to the method selecting the largest magnitude change,

or the seeding regions being different from previous simulations. The maximum

magnitude precipitation changes over India in Figure 4.6 generally show a small

increase depending on the location of the seeding. This is repeated in Figure 7.4(f)

where seeding the Persian Gulf increases precipitation slightly over India. The

results shown in Figure 7.4(d) indicate that Southeast Asia is likely to suffer a re-

duction in precipitation. The Arabian region (Figure 7.4(e)) is robust to changes in

droplet number and appears unlikely to experience a change in precipitation as a

result of MCB.

Figure 7.6 shows the transfer functions for surface temperature for the 89 seeding

regions at six polar analysis regions. Work from Chapter 5 indicates that seeding in
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tropical regions cools the poles. However the results in Chapter 5 are based upon

long term seeding and not pseudo-random seeding. Within the ten day tempera-

ture plots a warming is found as a result of seeding many regions. The majority

of seeding locations return an increase in the transfer function for temperature in

Figures 7.6(b), 7.6(c) and 7.6(d). The results in Figures 7.6(e) and 7.6(f) shows

that seeding is almost as likely to warm as they are to cool the Antarctic while Fig-

ure 7.6(a) does show cooling as a predominant feature. The plots in Figure 7.6

show little to no agreement with previous results as shown in Figure 4.4. However

it is noted that the results in Figure 4.4 are in a double preindustrial carbon dioxide

concentration atmosphere and the results in Figure 7.6 are in a control atmosphere.

The results shown in Figures 7.4 and 7.5 show that some of the changes in precipi-

tation from Figure 4.6 can be replicated as a transfer function using pseudo-random

seeding, however results in Figure 7.6, when compared with Figure 4.4 indicate

that the same is not true for temperature. There are also issues with regard to the

magnitude of results. For example the precipitation transfer function between the

Namibian coast and the North Amazon is found to be -0.0003 mm/day/ % change

in CDNC. The results from Jones et al. (2009) find a reduction of up to 1.2 mm/day

as a result of MCB in the South Atlantic. If the transfer function of -0.0003 mm/-

day/ % change in CDNC is correct then it implies a 4000 % change in CDNC (1.2

mm/day / 0.0003 mm/day/ % change in CDNC). A 4000 % increase is an increase

by a factor of 40 in the value. The work in Jones et al. (2009) uses a fixed CDNC

concentration of 375 cm−3. If the value of 375 cm−3 is 40 times the control value

then this implies a control value of less than 10 cm−3. Using data from the Control

simulation (see Table 4.1) the HadGEM1 CDNC is closer to 50 cm−3 which is much

higher than the value predicted by the transfer function. These results are currently

inconsistent and require further investigation.
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(a) Maximum transfer function to the South Amazon
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(b) Maximum transfer function to the North Amazon
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(c) Maximum transfer function to the Caribbean (black
box) for 89 seeding regions. (mm/day/ % change in
CDNC)

(d) Maximum transfer function to Southeast Asia (black
box) for 89 seeding regions. (mm/day/ % change in
CDNC)

(e) Maximum transfer function to Arabia (black box) for
89 seeding regions. (mm/day/ % change in CDNC)

(f) Maximum transfer function to India (black box) for 89
seeding regions. (mm/day/ % change in CDNC)

FIGURE 7.4: Transfer functions for ten day average precipitation within a climate
model on two areas of South America, the Caribbean, Southeast Asia, Arabia and
India. A doubling of CDNC in one seeding regions would result in a precipitation
change of 100 times the transfer function. For example doubling the CDNC in the
seeding area on the Angolan coast would lead to and increase in precipitation of

0.01 mm/day in the South Amazon.
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(a) Maximum transfer function to Eastern Australia
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(b) Maximum transfer function to Western Australia
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(c) Maximum transfer function to the African plains
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(d) Maximum transfer function to the Sahel (black box)
for 89 seeding regions. (mm/day/ % change in CDNC)

FIGURE 7.5: Transfer functions for ten day average precipitation within a climate
model on two areas of Australia, the Sahel and African plains.

7.2.2 Results from 1 day mean data

The results in Section 7.2.1 do not replicate previous results for precipitation changes

in the Amazon such as in Jones et al. (2009), this may be due to differences in the

seeding regions or an issue with averaging over 10 days of results as described

below. Furthermore the temperature results shown in Figure 7.6 do not replicate

previous work. The method is repeated using daily precipitation data as it is possi-

ble that the ten day averages are masking results where the time lag is not wholly

divisible by ten. If the lag between seeding and effect is five days then turning
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(a) Maximum transfer function in surface temperature
over one region of the Arctic (Black box) for 89 seeding
regions (K/ % Change in CDNC).

(b) Maximum transfer function in surface temperature
over one region of the Antarctic (Black box) for 89 seed-
ing regions (K/ % Change in CDNC).

(c) Maximum transfer function in surface temperature
over one region of the Arctic (Black box) for 89 seeding
regions K/ % Change in CDNC).

(d) Maximum transfer function in surface temperature
over one region of the Antarctic (Black box) for 89 seed-
ing regions (K/ % Change in CDNC).

(e) Maximum transfer function in surface temperature
over one region of the Arctic (Black box) for 89 seeding
regions (K/ % Change in CDNC).

(f) Maximum transfer function in surface temperature
over one region of the Antarctic (Black box) for 89 seed-
ing regions (K/ % Change in CDNC).

FIGURE 7.6: Transfer functions for surface temperature within a climate model on
six polar regions.
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the seeding off after ten days leads to averaging over five days of seeding on and

five days of seeding off. The potential overlap of results due to a lag between

source and effect possibly reduces the magnitude of results. The ten day results

shown in Figures 7.4 and 7.5 are repeated in the daily results shown in Figure 7.7

and 7.8. The transfer function for precipitation over two Amazon regions again does

not repeat the general pattern of results from Jones et al. (2009) as shown in Fig-

ures 7.7(a) and 7.7(b). Using data from the one day results, it appears that regions

in the Eastern Pacific no longer cause drying of the north Amazon analysis region

while some seeding regions in the Central Pacific and Southern Oceans dry the

south Amazon analysis region. As shown in Figure 7.8(d) there are now some re-

gions which are found to increase precipitation over the Sahel analysis region when

compared with Figure 7.5(d). However there is also an increase in the number and

intensity of drying regions. The results over India shown in Figure 7.7(f) are not sig-

nificantly different from the ten day average data in Figure 7.4(f). The daily results

over Australia are similar to the ten day results as shown in a comparison between

Figures 7.8(a) and 7.8(b) and Figures 7.5(a) and 7.5(b) however the daily results

indicate that seeding the Pacific may lead to a drying in Eastern Australia. The

Arabian peninsular is again robust to changes in CDNC and does not experience

any identifyable changes (Figure 7.7(e)).

7.2.3 Inverse plotting from 1 day mean data

The data used to plot the results shown in Section 7.2.2 can be used to build inverse

maps of results showing the impacts of any given seeding region on all analysis

regions. The use of the inverse maps allows a direct comparison with the results

shown in Figure 8 of Jones et al. (2009). A comparison of regions pseudo-randomly

seeded in this work and the results from Jones et al. (2009) is shown in Figure 7.9.

The seeding regions used in this work do not exactly match the ones used in Jones

et al. (2009) however they are in similar areas. The results shown in Figures 7.9(a)

and 7.9(b) have differences in precipitation changes over South America, Africa and
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(a) Maximum transfer function to the South Amazon
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(b) Maximum transfer function to the North Amazon
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(c) Maximum transfer function to the Caribbean (black
box) for 89 seeding regions. (mm/day/ % change in
CDNC)

(d) Maximum transfer function to Southeast Asia (black
box) for 89 seeding regions. (mm/day/ % change in
CDNC)

(e) Maximum transfer function to Arabia (black box) for
89 seeding regions. (mm/day/ % change in CDNC)

(f) Maximum transfer function to India (black box) for 89
seeding regions. (mm/day/ % change in CDNC)

FIGURE 7.7: Transfer functions for daily average precipitation within a climate
model on two areas of South America, the Caribbean, Southeast Asia, Arabia

and India.
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(a) Maximum transfer function to Eastern Australia
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(b) Maximum transfer function to Western Australia
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(c) Maximum transfer function to the African plains
(black box) for 89 seeding regions. (mm/day/ % change
in CDNC)

(d) Maximum transfer function to the Sahel (black box)
for 89 seeding regions. (mm/day/ % change in CDNC)

FIGURE 7.8: Transfer functions for daily average precipitation within a climate
model on two areas of Australia, the Sahel and African plains.

India when compare to Jones et al. (2009). Furthermore the sizeable changes in

Eastern Australian precipitation found in Figure 7.9(a) are reversed in the pseudo-

random results from Figure 7.9(b). The results for seeding the South Pacific, shown

in Figures 7.9(c) and 7.9(d) are similar for many of the analysis regions shown in

Figure 7.1(b), in that there are few sizable changes. In particular the results in

Figure 7.9(d) only show a change in precipitation in Southeast Asia. The results

shown in Figure 7.9(e) show that seeding the Namibian coast leads to a large

reduction in Amazon rainfall. Using pseudo-random seeding the transfer function

from the same region (Figure 7.9(f)) results in an increase in precipitation over
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the Southern Amazon and the African plains and a decrease over the Northern

Amazon. The results in Figure 7.9(f) do not match the results in Figure 7.9(e) for

Arabia which is found to be robust to changes in the marine CDNC.

7.3 Discussion

A series of simulations are conducted to investigate the use of pseudo-random

seeding within a GCM. Several publications show that MCB is capable of recov-

ering some aspects of a control climate such as surface temperature or polar ice

cover, however there are undesired side effects such as precipitation changes (Bala

et al., 2011; Jones et al., 2009, 2011; Latham et al., 2012; Rasch et al., 2010). An

example of an undesired outcome is the drying of the Amazon rain forest as found in

Figure 8 (f) of Jones et al. (2009). The work in Jones et al. (2009) finds that seed-

ing in the South Atlantic is responsible for the drying of the Amazon. Instead of

running large numbers of simulations an approach using pseudo-random seeding

is used here. With multiple seeding regions being turn ‘on’ or ‘off’ pseudo-randomly

it is possible to reconstruct a map of impacts. To investigate the impacts of multi-

ple seeding regions at once map 89 seeding regions and 16 analysis regions are

defined, these maps are shown in Figures 7.1(a) and 7.1(b) respectively.

The seeding is switched ‘on’ or ‘off’ pseudo-randomly with a period of ten days.

The transfer functions for precipitation are found to be inconsistent with previous

results from Jones et al. (2009) with the South Amazon region no longer dried as a

result of seeding the Namibian coast. Despite the encouraging results for identify-

ing transfer functions of precipitation the temperature results proved inconclusive.

As the temperature outputs are focused in polar regions it is possible that changes

as a result of pseudo-random seeding requires a longer ‘on’ time to have an effect

on the circulation and propagate.
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(a) Impacts of seeding the North Pacific to N=375
cm−3, copied from Jones et al. (2009).

(b) Transfer function derived from pseudo-random
seeding of the North Pacific (black box) on the 16 anal-
ysis regions.

(c) Impacts of seeding the South Pacific to N=375
cm−3, copied from Jones et al. (2009).

(d) Transfer function derived from pseudo-random
seeding of the South Pacific (black box) on the 16 anal-
ysis regions.

(e) Impacts of seeding the South Atlantic to N=375
cm−3, copied from Jones et al. (2009).

(f) Transfer function derived from pseudo-random seed-
ing of the South Atlantic (black box) on the 16 analysis
regions.

FIGURE 7.9: A comparison between seeding three regions permanently and
pseudo-randomly. The fixed results are copied from Figure 8 of Jones et al. (2009).
All results are for precipitation, with the left panels in mm/day and the right panels
in mm/day/ % change in CDNC. Note the scale is symmetrical with asymmetric

labelling to prevent overlapping numbers.
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In the light of the ten day results the simulations are repeated using daily outputs of

precipitation data. The transfer functions for precipitation calculated from daily out-

put are shown in Figures 7.7 and 7.8. The transfer functions generated from daily

average data are not significantly different from the ten day results, however they

do show some changes in magnitude and sign. The size of the transfer functions

for daily average precipitation are too small to replicate the results found in previous

publications.

The use of inverse maps indicates that the transfer functions calculated from pseudo-

random seeding to not match previous results. The lack of consistency with previ-

ous results indicates that improvements are needed in either the seeding or analy-

sis techniques. The current results are based on eight pseudo-random simulations

which are averaged and then plotted, an improvement could be to use of more sim-

ulations to reduce the impact of outliers. An increase of the seeding fraction from

150 % to 200 % or higher may ease idenfification of small signals.

7.4 Summary

An investigation into the possibility of creating a map of effects of MCB from multiple

regions is undertaken using the HadGEM1 GCM. A number of regions are identi-

fied as seeding areas where MCB is applied pseudo-randomly with the impacts

assessed at multiple analysis regions. Results from daily and ten day average pre-

cipitation results are found to be unable to replicate results from publications such

as Jones et al. (2009). With the use of inverse maps a comparison of seeding re-

gions is performed and it is found that pseudo-random seeding is unable to identify

the same transfer functions as direct seeding. Furthermore transfer functions of

temperature changes in polar regions are found to be contrary to previous results

from Chapter 5. Possible improvements to the method used include running more

simulations, or increasing amount of seeding performed. Furthermore analysis of
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data other than the maximum magnitude result would allow more detailed under-

standing, see Section 8.3 for details.



Chapter 8

Conclusions

In this thesis an exploration of the impacts of changing CDNC on cloud albedo is

performed using data from the VOCALs-REx field campaign. The HadGEM1 GCM

is used to investigate two potential MCB scenarios in two different climate scenar-

ios. Comparisons between the results from several simulations enabled an inves-

tigation into the climate impacts of MCB. Furthermore it is possible to assess the

ability of MCB to reduce tropical cyclone intensity or reduce temperature changes

in coral reef regions. In the final results chapter of this thesis a new approach is

taken to derive transfer functions within the HadGEM1 model.

8.1 Major findings

Several questions are proposed in Section 1.5 and investigated throughout this

work.

1. It is possible to use the HadGEM1 model to simulate MCB in a manner that

is consistent with previous results.

a) The double carbon dioxide scenario used in this work is consistent with

outputs from four previous publications on MCB.

145
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b) The HadGEM1 simulations shown in Chapter 4 are consistent with ex-

pected results and with previous publications. Several differences are

found which are attributed to different initial conditions and methods.

2. A mechanism linking modification of the tropical radiation balance to changes

in polar temperatures is investigated in Chapter 5.

a) The simulations conducted in Chapter 4 show cooling in polar regions

larger than in the tropics, this agrees with work in previous publications

including Bala et al. (2011); Jones et al. (2009, 2011); Rasch et al. (2010).

b) Changes in the meridional heat flux is identified as a potential mechanism

for cooling the poles as a result of modifying the tropical radiation balance.

3. Tropical cyclones are shown to increase in intensity as a result of climate

change. One driving factor for this is an increase in tropical temperature

which provides more energy for convection. There is also an increase in

temperature over the tropics which may impact coral reefs.

a) MCB is shown to decrease sea surface temperatures during peak tropical

cyclone season for several tropical cyclone basins, which in turn reduces

the energy available for convection and may reduce intensity of storms.

b) MCB reduces surface temperatures around coral reef regions and may

prevent thermal stress which in turn can lead to coral bleaching, excessive

cooling is possible and this in turn may damage the reefs.

4. Changes in precipitation can be found using pseudo-random seeding as shown

in Chapter 7 including repetition of previous results.

a) Signals from pseudo-random seeding can be resolved using a climate

model.

b) The comparison plots in Figure 7.9 show that the results of pseudo-random

seeding are not consistent with results from Jones et al. (2009).



Chapter 8. Conclusions 147

8.2 Implications of this work

MCB receives attention in the media and in scientific literature. Within the scien-

tific literature there is work assessing the impacts and effectiveness of MCB within

global atmosphere or climate models (Bala et al., 2011; Jones et al., 2009, 2011;

Latham et al., 2008; Rasch et al., 2010). Each of these publications relies on an as-

sumed change in CDNC as a result of geoengineering with little to no investigation

of the engineering requirements. The engineering requirements and their impacts

are instead investigated in publications such as Salter et al. (2008) and Korhonen

et al. (2010). This work is not designed to investigate the conditions required to

generate a set CDNC. Instead it makes the assumption that a desired value could

be achieved.

The previous publications show that MCB is capable of cooling polar regions by

predominantly seeding clouds in the tropics. A proposed mechanism for this cool-

ing is a modification of the MHF; where energy that would be incident on the tropics

is instead reflected back into space. This leads to a reduction in energy that is

available for the MHF to propagate polewards. As the total radiative MHF is inves-

tigated in Chapter 5 an expansion would be to identify if the change in MHF is in

the atmospheric or oceanic components as this has implications for deployment of

MCB.

Under the assumptions detailed in Chapter 6 the results from the HadGEM1 cli-

mate model indicate that it is possible to reduce global SSTs. A reduction in SSTs

therefore reduces the amount of energy available for convection within a tropical

cyclone. The work in Chapter 6 also highlights an issue with MCB as it may be

possible to overcool the ocean and add thermal stress to coral reefs. The results

show that three region MCB in an increased carbon dioxide concentration atmo-

sphere is most capable of retaining control temperatures.

It is shown in Chapter 7 that it is possible to calculate transfer functions within a

climate model for a rapidly changing field such as precipitation. Transfer functions
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for slowly changing fields such as temperature have not been found and this is a

weakness of the method. Several signals are found using pseudo-random seed-

ing however improvements are needed to replicate current results. As results in

Chapter 5 indicate static seeding regions are most effective for MCB. It is possible

that utilising results on transfer functions within a model can be done to identify the

most optimal seeding areas with least undesired side effects.

8.3 Future work

During work on this thesis several potential avenues of expansion have become

apparent. With regard to modelling geoengineering or MCB there are multiple po-

tential scenarios to investigate including the climate impacts of deploying multiple

SRM techniques simultaneously or a combination of SRM and CDR techniques. As

there is work on both the engineering and impacts aspects of MCB it may be pos-

sible to use the UKCA-mode coupled climate-chemistry-aerosol model to simulate

seeding from a ship based source and assess the impacts on a global scale. The

assumed value of cloud droplet number concentration used in Bala et al. (2011);

Jones et al. (2009, 2011); Latham et al. (2008); Rasch et al. (2010) and this work

would instead be calculated by the model. The dynamical feedbacks between the

new clouds and the aerosol would also be simulated by the model as opposed to

the offline winds and thermodynamics used in Korhonen et al. (2010).

As is mentioned in Sections 5.3 and 8.2, the work undertaken in Chapter 5 finds

that cooling of polar regions as a result of MCB is possibly caused by a change in

the MHF. An expansion of this work would include ascertaining which component

of the MHF is modified by MCB.

The ability of global climate models to reproduce extreme weather events such as

tropical cyclones is discussed in Chapter 8 of the IPCC Fourth Assessment re-

port (Randall et al., 2007) where the coarse resolution is cited as a weakness. To

expand on the work in Chapter 6 the use of a dedicated tropical cyclone forecast
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model could be used to assess the impacts of MCB. MCB may also alter the rela-

tive humidity and wind shear in tropical cyclone basins. A tropical cyclone forecast

model could assess the impacts of changes to wind shear and relative humidity

on tropical cyclones with greather predictive skill than a climate model. The work

in Chapter 6 can also be expanded with the use of a model dedicated to studying

climate impacts on coral reef systems. Use of a dedicated model allows investi-

gation of the combined effects of ocean acidification and global warming and the

effectiveness of using MCB to prevent reef damage by cooling tropical waters.

Chapter 7 examins pseudo-random teleconnections within a GCM and shows the

derivation of transfer functions within HadGEM1. The results in Chapter 7 are not

consistent with previous work and expansions to the method could include new

analysis regions and a possible change in seeding fraction. If reliable results can

be found it would then be possible to identify seeding regions which do not lead to

precipitation reductions over key regions such as the Amazon rainforest. Beyond

optimal seeding regions it would also be possible to target MCB in a manner that

increases precipitation over land in semi-arid regions.
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Appendix A. Differences between

climate models

In Chapter 3 it is noted that HadGEM1 is the successor to the HadCM3 model (Mar-

tin et al., 2006). In Chapter 4 the work of Bala et al. (2011); Jones et al. (2009,

2011); Rasch et al. (2010) is compared with this work. The HadGEM2 model used

in Jones et al. (2009, 2011) is an updated version of the HadGEM1 model used

in this work. The HadGEM2 model is described in Martin et al. (2011). The ap-

pendix of Martin et al. (2011) contains tables which describe the changes between

HadGEM1 and HadGEM2. The CCM3 used in Bala et al. (2011); Rasch et al.

(2010) is the NCAR Community Climate Model version 3 and is described in Collins

et al. (2006). The similarities and differences between the HadCM3, HadGEM1,

HadGEM2 and NCAR CCM3 models are shown in Tables 1 and 2.
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Component HadCM3 HadGEM1 HadGEM2 NCAR CCM3

Horizontal resolution 2.5◦ Latitude, 3.75◦

Longitude
1.25◦ Latitude, 1.875◦

Longitude
1.25◦ Latitude, 1.875◦

Longitude
1.9◦ Latitude, 2.5◦

Longitude
Vertical resolution 19 levels (Lorenz grid) 38 levels (Charney-

Phillips)
38 levels (Charney-
Phillips)

26 levels (Sigma grid)

Dynamics Eulerian advection Semi Lagrangian ad-
vection

Semi Lagrangian ad-
vection

Finite volume dynam-
ical core

Radiation
Edwards and Slingo
(1996)

Edwards and Slingo
(1996)

Edwards and Slingo
(1996) and aerosol
improvements

Updated two stream
scheme interacting
with water vapour

Boundary layer Local Richardson
number mixing

Non-local Richardson
number mixing in BL

Improved on
HadGEM1 see Martin
et al. (2011)

Prognostic treatment
of detrainment, mix-
ing and advection

Microphysics Senior and Mitchell
(1993) Wilson and Ballard

(1999)
Wilson and Ballard
(1999)

Rasch and
Kristjánsson (1998)

Convection Mass flux
scheme Gregory
and Rowntree (1990)

Revised scheme
based on Grant and
Brown (1999)

Improved on
HadGEM1 see Martin
et al. (2011)

Mass flux scheme

TABLE 1: The similarities and differences between climate models HadCM3, HadGEM1, HadGEM2 and the NCAR CCM3. HadCM3
was the precursor to HadGEM1 (See Chapter 3) and HadGEM1, HadGEM2 and the NCAR CCM3 were used for comparison in
Chapter 4. HadCM3 and HadGEM1 described in Martin et al. (2006), HadGEM2 in Martin et al. (2011), CCSM3 in Collins et al. (2006).

Part one of table continued in Table 2.
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Component HadCM3 HadGEM1 HadGEM2 NCAR CCM3

Aerosols Interactive sulphate
scheme Jones et al. (2001);

Roberts and Jones
(2004)

Improved on
HadGEM1 see Martin
et al. (2011)

Perscribed sulphur,
sea salt, dust and
black carbon

Clouds
Smith (1990) Cusack et al. (1999);

Smith (1990)

Improved on
HadGEM1 see Martin
et al. (2011)

Single moment
scheme

Horizontal resolution
(Ocean)

1.25◦ Latitude, 1.25◦

Longitude
1◦ Latitude, 1◦ Longi-
tude, Tropical Longi-
tude increases to 1

3

◦

1◦ Latitude, 1◦ Longi-
tude, Tropical Longi-
tude increases to 1

3

◦

1◦ Latitude, 1◦ Longi-
tude

Vertical resolution
(Ocean)

20 levels 40 levels 40 levels 40 levels

TABLE 2: The similarities and differences between climate models HadCM3, HadGEM1, HadGEM2 and the NCAR CCM3. HadCM3
was the precursor to HadGEM1 (See Chapter 3) and HadGEM1, HadGEM2 and the NCAR CCM3 were used for comparison in
Chapter 4. HadCM3 and HadGEM1 described in Martin et al. (2006), HadGEM2 in Martin et al. (2011), CCSM3 in Collins et al. (2006).

Part two of table continued from Table 1.



Appendix B. Flow chart of method

used in Chapter 7

The method used in Section 7.1 is shown in Flow chart form in Figure 1.

FIGURE 1: A flowchart showing the method used in Chapter 7 for analysis of trans-
fer functions in the HadGEM1 GCM.
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