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Abstract. This paper presents application of the Weather Re-(a few cm/s) near the boundary layer top seem to induce di-
search and Forecasting (WRF) model to limited-area mod+ect evaporation of the cloud layer. It remains to be seen in
eling of atmospheric processes over the subtropical southkES studies whether the mechanism seen in the model is re-
eastern Pacific, with the emphasis on the stratocumulusalistic or if it is simply an artifact of interactions betwee
topped boundary layer. The simulations cover a domain fronresolved and parameterized processes.
the VAMOS (Variability of the American Monsoon Systems)
Ocean-Cloud-Atmosphere-Land Study Regional Experiment
(VOCALS-REX) field project conducted in the subtropical
south-eastern Pacific in October and November 2008. We
focus on a day where the UK's BAe-146 research aircraftyumerical models are the only tools that can be used to ob-
encountered Pockets of Open Cells (POCs) at the very wes{ectively predict evolution of the state of the atmosphere.
ern edge of its flight track, rather than on the entire cam-However, due to limited spatial and temporal resolutions,
paign as investigated in previous limited-area modelingst  these models require parametrizations of unresolved pro-
ies. Model results are compared to aircraft observatiotts wi cesses. As a result, the model solutions depend not only on
the main conclusion that the simulated stratocumulus€dpp  the initial and boundary conditions as well as on spatial and
boundary layer is significantly too shallow. This appears totemporal resolutions, but also on specific parametrization
be a combination of an already too shallow boundary layer inapplied in the simulations. This especially applies to e
the dataset used to prOVide initial and lateral bOUndary Conarea modeling because of the d|spar|ty between model hor-
ditionS, and the |nab|l|ty of the WRF model to increase theizonta| g”d'ength (Wp|ca”yN 10 km) and grid'engths re-
boundary-layer height. Several sensitivity simulatioms;  quired to resolve boundary-layer processes, turbulensira
plying different subgrid-scale parameterizations avadan ports in particular.
the model, a larger computational domain and longer sim- The VAMOS (Variability of the American Monsoon Sys-
ulations, as well as a different dataset providing initiatia tems) Ocean-Cloud-Atmosphere-Land Study Regional Ex-
lateral boundary conditions were all tried to improve tha-si periment (VOCALS-REX) field project conducted in the sub-
ulation. These changes appeared to have a rather smatl effegopical south-eastern Pacific in October and November 2008
on the results. (Wood et al., 2011b) provided copious data for model evalu-
The model does simulate the formation of mesoscaleation and validation. The atmospheric conditions in this re
cloud-free regions that one might consider similar to Pock-gion are determined by the large-scale free-tropospheiic s
ets of Open Cells observed in nature. However, formation ofsidence and low sea surface temperature (SST). Similarly to
these regions does not seem to be related to drizzle-inducethe subtropical region off the California coast, such cendi
transition from open- to closed-cell circulations as siatel  tions lead to a cold well-mixed boundary layer topped by
by LES models. Instead, the cloud-free regions appear to rea persistent stratocumulus deck (Rahn and Garreaud, 2010;
sult from mesoscale variations of the lower-tropspheritive  Toniazzo et al., 2011). Due to a large area of coverage and
cal velocity. Areas of negative vertical velocity with mimh  persistence of stratocumulus clouds, this region sigmifiga
affects planetary albedo. It follows that accurate préoinst
Correspondenceto: M. Andrejczuk of macrospcopic (e.g., cloud fraction) as well as microscop
(m.andrejczukl@physics.ox.ac.uk) (e.g., cloud droplet size) properties of these clouds apoim
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tant not only from the weather prediction point of view, but pose significant forcing on the boundary layer, and on the
also from the climate perspective. Such concerns providedtratocumulus cloud in particular.
the primary motivation for the VOCALS-REX field experi-  This paper presents an application of the off-the-shelf ver
ment. sion of the Weather Research and Forecasting (WRF) model
Stratocumulus decks off the California coast and over(Skamarock et al., 2008) to the November 13th VOCALS-
the southeastern Pacific often show dramatic Changes in thREX case. The WRF model was run in the limited-area mode
boundary layer cloudiness, from almost solid cloud cover as with the horizontal gridlength of several kilometers ang-co
sociated with the so-called closed cells to partially-dpu  ering a significant fraction of the subtropical southeasiea-
regions of open cells embedded within the closed-cell ex-ific (SEP). Model results (the lower tropospheric struetur
panse. The open-cell structures are called Pockets of Opeif particular) are compared to the observations taken by the
Cells (POCs) (Stevens et al., 2005) or rifts (Sharon et al. BAe-146 UK research aircraft. Sensitivity of model solu-
2006). Their origin is not fully understood, but significant tions to the number of vertical levels, to the boundary layer
differences in aerosol and cloud microphysical propeliees  and microphysics parameterizations, to the horizontal-res
tween POCs and the surrounding clouds are typically ob4ytion, and to the model initialization time (to reach the se
served (VanZanten and Stevens, 2005; Petters et al., 200@scted model verification period) is also explored. The nhode
Sharon et al., 2006; Wood et al., 2008, 2011a). VanZanterjoes simulate the formation of cloud-free regions in tha-str
and Stevens (2005), Sharon et al. (2006), and Wood et akocumulus deck and details of the transition from a cloudy to
(2011a) found that POCs are characterized by enhanced drizioud-free boundary layer are investigated.

zle, although drizzle itself seem insufficient for trarcii The next section discusses the numerical model setup, as
from closed- to open-cell circulations Wood et al. (2011a). gl a5 initial and boundary conditions. The WRF model so-
Specific reasons for transitions from closed- to open-celltions with different parameterizations are compared t
structure are difficult to determine from observations, a8d  5jrcraft observations in section 3. Section 4 discusses sim
a result large-eddy simulation (LES) numerical models arey|aed mechanisms behind the formation of cloud-free re-

often used to investigate the transition (e.g., Savicidamed  gions A brief discussion and conclusions are presented in
Stevens, 2008; Wang and Feingold, 2009a,b; Wang et al.gaction 5.

2010). Model simulations indicate that drizzle can trigger
POC formations and subsequently accelerate this process by
aerosol depletion, thus pointing to the importance of cloud
aerosol interactions. A recent study by Abel et al. (2010)2 Numerical model
shows that a model with a relatively low spatial resolution
(horizontal gridlength of 17 km) is able to create cloudefre The off-the-shelf version 3.0 of the WRF model (Ska-
region within the solid stratocumulus deck, although itete marock et al.,, 2008) was used to simulate evolution of
vance to POCs is rather questionable (as noted by Abel et athe stratocumulus clouds over SEP region applying two
(2010) in the last paragraph of section 3.6). Simulatioss di nested domains. Global Forecast System (GFS) analyses
cussed in this paper seem to produce similar structures (sg@ degree horizontal resolution) were used to prescribe ini
section 4.2). Itis unclear whether the mechanisms in the nutial and boundary conditions for WRF simulations. Moti-
merical model are the same as in nature, but the presenceted by the problems discussed later in the paper, we also
of cloud-free regions in the low-resolution model indicate used ERA-Interim (ECMWF Reanalysis Interim product, see
that processes other than cloud-aerosol interactiond @sic  http://www.ecmwf.int/research/era/do/get/era-intgridata.
mesoscale waves, for instance) may also be important foirhe results did not improve significantly, however, and we
transition from closed- to open-cell circulations. believe that problems documented in this paper are gen-
LES models are typically run with gridlengths of a few uine. SST was interpolated in space and time from 6-hourly
tens of meters in order to resolve boundary-layer eddies an&FS values. The WRF model was initialized at 00 UTC on
the stratocumulus cloud that is often only a couple of hudidre November 12th, 00 UTC on November 10th, and 00 UTC on
meters thick. Often even higher vertical resolution is used November 5th, and it was run for 42/90/234 hours. Model
better represent the sharp temperature and moistureiomers output was saved every 15 minutes starting from 6:00 on
near the top of the boundary layer and entrainment/mixingNovember 13th. The outer model domain for the REF run
processes across the inversion. However, the high spasial r applied a 9-km grid witt812 x 212 gridpoints in the E-W
olution implies that only a relatively small area (up to a few and N-S direction, with the centre of the computational do-
hundred km) can be modeled using LES approach. More- main located at 20S and 80W. The inner (NEST) domain
over, the effects of variable (in space and time) largeescal used a 3-km grid witt880 x 142 gridpoints. It was placed
conditions are difficult to impose, and the interactions be-in such a way that its SW corner was located at a gridpoint
tween small-scale (boundary-layer) processes and thertarg (80, 90) of the outer domain. The inner domain was initial-
scale dynamics (e.g., mesoscale free-tropospheric wavesied from the outer domain solution at 00 UTC of Nov. 13th.
cannot be considered. Arguably, such interactions can imExtended domain simulation (EXT) also used 9km grid size
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with 624 x 424 gridpoints in the E-W and N-S direction, and
the center of the domain was located at 28S, 80W.

The default WRF vertical setup features 36 vertical levels,
with the first model level at 29 m and the vertical gridlength
around 343 m at the height of 1.4 km (where the cloud top
was observed). Such a vertical gridlength is likely to be too
large to simulate a realistically cloud-topped boundaygta
To investigate how the model responds to the change of the
vertical resolution and the number of vertical levels, twle a
ditional simulations were performed, one using 81 levets (e
levels from 0 to 1 by 0.0125) and the second one using 121
levels (eta levels from 0 to 1 by 0.00833). Applying 81/121
levels results in the height of the first level above the sigfa
of 51/34 m, and the vertical gridlength of 120/81 m near the
observed cloud top.

Because of the relatively coarse model resolution, espe-
cially from the point of view of boundary-layer processes,
subgrid-scale parameterizations are likely to play an impo
tant role in the simulations. The suite of subgrid-scalapar
eterizations involve the formulation of surface fluxes, con
vective transports within the boundary layer as well asdlou
microphysics associated with the stratocumulus clouddin a
dition, a land-surface model is applied because the computa
tional domain includes a small fraction of the South Amer-
ican continent (see Fig. 1). The following parametrization
were used in the simulations:

— PBL models:

a). The ACM2 (Asymmetric Convective Model, version 2)
scheme uses local closure in stable and combined local and
non-local closures in unstable conditions (Pleim, 2007).

b). The YSU (Yonsei University) scheme uses a counter-
gradient approach to represent transports due to unresolve
boundary-layer eddies and an explicit treatment of entrain
ment processes at the top of the PBL (Hong et al., 2006).

c). The MYJ (Mellor-Yamada-Janjiic) scheme calculates
eddy diffusion coefficients from the prognostic TKE equa-
tion. This scheme scheme uses Mellor-Yamada Level 2.5 tur-
bulence (local) closure model (Janic, 1990, 1996, 2002).

— Land surface models:

c). Pleim-Xiu scheme is based on similarity theory. A quasi-
laminar sublayer is introduced to account for the diffeeenc
between momentum and scalar fluxes. The MO stability pa-
rameter z/L for stable and unstable conditions is derivethfr
the bulk Richardson number. A correction function for very
stable conditions is modified to avoid decoupling from the su
face. The correction is a function of z/L (the bulk Richamiso
number) for stable (unstable) conditions (Pleim, 2006).

Microphysics models:

a). The Kessler war-rain bulk microphysics (Kessler, 1969).

b). The Thompson microphysics predicts mixing ratios of the
cloud water, rain, cloud ice, snow, and graupel; and cloed ic
number concentration. The scheme uses generalized gamma
distribution for each hydrometeor species. The cloud @itopl
number concentration is assumed 300 ¢rtiThompson et al.,
2004).

¢). The Morrison 2-moment bulk microphysics scheme pre-
dicts the number concentrations and the mixing ratios of the
cloud ice, rain, snow, groupel (or hail) and mixing ratio of
cloud droplets; a gamma distribution is used to describpesha
of the hydrometeors distribution. Cloud droplet number-con
centration is assumed 300 crh(Morrison et al., 2009).

Radiation transfer models:

a). Longwave radiation: The RRTM (Rapid Radiative Trans-
fer Model) is a spectral band scheme using the correlated
k method. This scheme calculates fluxes and cooling rates
for the longwave spectral region (10-3000 Tth). It takes

into account water vapor, cloud water, carbon dioxide, ezon
methane, nitrous oxide, and common halocarbons (Mlawer
etal., 1997).

b). Shortwave radiation: The Goddard scheme divides the so-
lar spectrum into 8 bands in the UV and visible range. The
scheme accounts for the scattering by the atmospheric,gases
clouds and aerosols, and for the absorption by the ozoner wat
vapor, oxygen and carbon dioxide (Chou and Suarez, 1994).

Table 1 provides specific details concerning parametadnati
used in specific simulations.

3 VOCALS-REX aircraft observations

a). NOAH Land Surface Model is a 4 layer soil temperature

and soil moisture model with predictive canopy moisture and Observations used for model evaluation were taken by the

snow cover (Chen and Dudhia, 2001).

UK'’s BAe-146 research aircraft on Nov. 13th 2008 (flight

b). Thermal diffusion scheme predicts temperature for 5 soil B420). Figure 1 shows the B420 flight track. Profiles at 5
levels. Soil moisture is specified based on the land use andocations, shown in the figure, were selected for model eval-

season (Skamarock et al., 2008).

— Surface layer models:

uation. Each of these profiles is obtained through a rela-
tively rapid sampling of the lower troposphere, from above
the cloud to near the ocean surface. Each of these profiles

a). Monin-Obukhov (MO) scheme uses MO similarity theory is assigned to a spatial location in the closest-in-time ehod
to derive profiles of the wind and temperature in the surface output.

layer (Paulson, 1970; Dyer and Hicks, 1970; Webb, 1970; Bel-
jaars, 1994; Zhang and Anthes, 1982).

The 1-Hz data collected during the flight are used to ob-
tain profiles of various variables. The potential tempeawratu

b). ETA-model implementation of the MO scheme adds rep- iS derived using the temperature from the Rosemount deiced

resentation of the viscous sub-layer (Janic, 1994, 1998220

sensor and the pressure from the aircraft Reduced Vertical
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Separation Minimum (RVSM) system. The water vapor mix- cloud water mixing ratigy. are different in the observations
ing ratio is derived from the dew point temperature obtainedand in the model solutions. There is, however, no consistent
from the TWC (Total Water Content) probe. The cloud wa- trend, and the model maximum of the cloud water mixing ra-
ter mixing ratio is estimated from the Nevzorov probe, andtio is in some locations higher than observed and sometimes
the air velocity components are obtained from the turbudenc it is lower, with some model profiles showing no cloud wa-
probe and GIN (GPS-aided Inertial Navigation) unit. Pro- ter. There are also significant differences between obderve
files of these variables are compared to model profiles usingnd modeled horizontal velocity components. In partigular
the approximate time-and-space location of the model outthe observed wind profiles show significantly higher short-
put. In addition, 1-Hz data points are included in selectedvertical-wavelength variability below the mixed-layevar-
figures from the gray segments in the right panel of Fig. 1.sion. Arguably, such fluctuations come from instantaneous
These data (from either partial profiles or straight hortabn probing of small-scale atmospheric circulations withie th
legs) demonstrate the variability of the atmospheric stmec ~ boundary layer that the model is not able to simulate because
in the vicinity of the main profile locations. The difference of low spatial resolution. The differences between various
between the main profile and additional profiles (or partial observed velocity profiles in the proximity of the same loca-
profiles) is a measure of the representativeness of the prdion (i.e., the difference between black and gray symbails) i
files and provides a reference for the difference between theelatively large. This implies a sizeable time and space var
model results and observations. ability of the horizontal velocity and suggests that vetipci
differences between model and observations are less signifi
cantthan in the case of the temperature and moisture profiles

4 Results Figures 2 to 4 show that none of the combination of
) o parametrizations available in the off-the-shelf WRF model
4.1 Model evaluation and sensitivity leads to a significant improvement of the boundary height

prediction. The model shows the largest sensitivity to the

Figures 2 to 6 show profiles derived from observed Variablesboundary layer parameterizations and those used in the REF

(temperature, moisture and wind) for locations 110 5, respe gjmy|ation (see table 1) give the highest (and thus closest t
tively, and model results for time/space locations approxi observations) boundary layer height.

mately corresponding to the profiles. For each profile, model | ina the horizontal lution f 9k ter d
solutions for different model configurations are shown.-Fig nereasing the norizontal resolution from = km (outer do-
main) to 3 km (inner domain) also has little impact on the

ures 2 to 4 show model solution for simulations started on uti i the effect h il imilar to that d
12th November for the REF domain. Figure 2 shows mode[0'UHONS, Wi € efiect on the profiies similar 1o that due

results with different vertical grids (i.e., increasing thum- tp the verticgl resolution (not shown). Note that only pro-
ber of model levels). Results from simulations applying 81f'!eS at _Iocat|0ns 4 and 5 COUId.be compared _for the ne_sted
levels and different parameterizations of boundary-layer S|mul§1t|ons because other locations were outside of therinn
cesses are shown in Fig. 3 and the impact of using diﬁerengomam'
microphysics parameterizations is documented in F|g 4. Ad Simulations W|th diﬁerent model initialization times a.nd
ditional observational data (e.g., partial profiles) axdbed  differentdomain size (with the results shown on figures 5 and
above are also shown in the figures. 6) suggest that the model can in some cases better predict the
Figures 2 to 4 clearly show that the model typically boundary layer height, but there is no consistent trend. For
severely underestimates the depth of the boundary layes. Thinstance, for the profile 4, initializing the model on Novem-
is consistent with several previous investigations, sugh aPer Sth improves the prediction when compared to the sim-
Wyant et al. (2010), Abel et al. (2010), Yang et al. (2011), pla}tmn initialized on Nov.. 10th, but vvhen the domain size
Wang et al. (2011). The observed top of the approximately'S increased and the profile 5 is considered, the opposite is
well-mixed boundary layer is between 1 and 1.5 km, but theoPserved.
model predicts the depth of between 0.5 and 1 km. Addi- The overall conclusion from the comparison between ob-
tional data points (gray symbols) show some variability of servations and model simulations (highlighted in Figs. @to
temperature and moisture profiles, but not the boundary layeis that the model was unable to simulate the observed depth
depth. Note that the model does produce stratocumulus cloudf the well-mixed stratocumulus-topped subtropical beund
despite the much shallower boundary layer. This implies thaary layer off the South American continent. We believe that
that the modeled boundary layer has to be either colder othere are two causes of this problem. Firstly, the input of
more humid than observed, or both. Inspection of the fig-GFS dataset used to set initial and lateral boundary condi-
ures suggests that, typically, the boundary layer is tossmoi tions for WRF simulations already has a deficient represen-
(typically by 1-2 gn13; see Figs. 3, 4, and 5), although in tation of the lower tropospheric structure. Secondly, it
some locations it is also slightly colder (1-2 K in Figs. 2, 3, of the boundary layer schemes available in the WRF model
4). Considering the poor simulation of the boundary layerversion we used was capable of rising the inversion height to
depth, it is not surprising that the maximum values of thelevels comparable to observations.
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The problem with the GFS input data is documented incomputational domain. Corresponding distributions dtiv
Fig. 7 which shows the comparison between aircraft obserfrom GOES10 satellite radiances (using the method of Min-
vations in locations 2 and 5 (shown previously in Figs. 3 nis et al. (2011) as described in Wood et al. (2011b) and av-
and 6, respectively) and the GFS profiles on Nov 12 (00eraged from GOES10 1-km resolution to model 9-km resolu-
and 12 UTC) and Nov 13 (00 UTC). Clearly, the GFS pro- tion) are shown in the right-hand panels. In both model sim-
files show a boundary layer that is less than half as deep aslations and in observations, LWP increases as one moves
aircraft observations suggest. Similar conclusion isliedc  westward away from the South American continent. How-
inspecting the ERA Interim data used in one of the simula-ever, the model tends to produce higher LWP than observed
tions. Although the inversion is better defined and its heigh in the western half of the domain, 300 to 400 gfversus
is larger than in the GFS data (around 0.5 km for locationthe observed 100 to 200 gTh. Perhaps not surprisingly,

2 and around 0.7 km for location 5), it is still significantly the spatial variability is different in the observationsian
lower than in the observations. It is our conjecture thak lac the model, with NW-SE “streets” apparent in the model and
of observations over SEP region that can be assimilated intdiner-scale structures presentin the observations. Tte lat

the data assimilation system, in combination with deficien-even more evident in the original GOES10 data, that is, prior
cies of the boundary-layer scheme (perhaps similar to probto the spatial averaging (not shown). Also, satellite datars
lems with the WRF schemes as discussed below), lead to & show a significant decrease of the LWP between 9:45 and
significantly shallower boundary layer. 12:45 UTC. This effect is significantly weaker (perhaps ab-

Arguably, the WRF model should be able to increase thesent) in the WRF model results.
depth of the boundary layer from the GFS values used as Despite different spatial patterns, both observations and
initial and lateral boundary conditions, especially whiea t simulations show regions of reduced LWP embedded within
model over the ocean is forced with the SSTs from the GFSarger-scale regions of higher LWP. In the model, unlike
analysis as is the case here. Indeed, inspection of the-invein the observations, a few cloud-free regions develop over
sion height predicted by the WRF model (not shown) docu-time. One of these forms around 10 UTC near 18S and
ments that the inversion height increases from the GFS val80W, and grows with time reaching a size between 20,000
ues near the south-eastern inflow boundary of the inner doand 30,000 krh by 12:45 UTC. No cloud clearing as pro-
main (a few hundred meters) to values larger than 1 km anounced as this in the numerical model is present in satellit
the western edge of the inner domain (beyond reach of thé WP, but there are areas with low LWP, south-east from the
BAe-146 aircraft). The primary reason is the increase ofmodel-simulated clearing (i.e., near 21S and 78W).
the SST along the south-easterly flow in the inner domain It is unclear whether the structures produced by the model
(cf. Fig 1). However, as illustrated by the comparison be-and those observed have a similar origin. The complexity of
tween model output and BAe-146 observations, a boundaryhe interactions between the simulated processes (e#pecia
layer is still too shallow in the simulations. This points to those resolved and those parameterized) makes process-lev
deficiencies in boundary layer parametrizations available understanding of model results a significant challenge. As
the WRF model. A comparison between the height of theillustrated by the model results shown in Fig. 8, the large-
boundary-layer inversion (estimated from the verticabigra scale pattern does not move significantly in space and thus
ent of the lower-tropospheric potential temperature psfil  the analysis can be carried out for fixed spatial locations.
and the boundary layer depth applied in the boundary layei hree locations were chosen from the computational domain.
scheme (one of many variables in WRF output) shows thaflhe first one (P1, see Fig. 8) is located at 18.62S and 79.66W
the latter is significantly smaller than the former. In fabg ~ where the cloud-free region first develops. The second loca-
boundary layer depth used in the boundary-layer scheme ifion (P2) at 18.62S and 82.32W is to the west of P1 and the
typically close to the height of the cloud base rather than th cloud-free region there develops later than for P1. Thelthir

cloud top. location (P3) is to the north-west of P1, 15.82S and 82.32W.
At P3, the cloud-free region does not develop within the-anal
4.2 Formation of mesoscale cloud-free regions ysed time period. These locations are marked in Fig. 8. Fig-

ure 9 shows the evolution (between 02 and 18 UTC) of pa-
Despite simulation deficiencies discussed above, an dsalysrameters of interest for the cloud-free region development
focusing on the evolution of stratocumulus clouds as simu-These include the LWP and precipitation water path (PWP),
lated by the limited-area WRF model was undertaken. Thethe vertical velocity averaged between 0.5 and 1.2 km (re-
model simulation with 121 levels and parameterizations adferred to asv;,,;), the inversion height (defined as the level of
in REF was used to investigate simulated development othe maximum lower-tropospheric potential temperature gra
mesoscale cloud-free regions. We use the liquid water pattlient) and the boundary layer height as predicted by the WRF
(LWP), the vertical integral of the cloud water content, as model. Evolution of the latter two parameters illustrate th
a convenient measure of the total condensate in each modédsues already highlighted in the previous discussion.h&s t
column. Figure 8 shows spatial distribution of the LWP at figure shows, periods of significant drizzle (high PWP) cor-
09:45, 10:45 and 12:45 UTC (left panels) for a part of the respond to increased LWP as one might expect.
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Figure 9a shows the evolution of the parameters for lo-dence (up to 6 cnTs') seems to be associated with the wind
cation P1. A cloud-free region NGLD_1 develops at this convergence above the boundary layer.
location at around 10 UTC and lasts only about 1.5 hours. The right panels of Fig. 10 show vertical cross sections
As indicated by the PWP, drizzle is present at this locationalong the latitude of 18.62S. The vertical velocity asseda
up to 1.5 hours before cloud disappearance, but the disapwith cloud clearings is mostly limited to the lowest 2 km of
pearance seems to result from a strong (up to about 4 cm/she atmosphere. The pattern of the vertical velocity seems t
not shown) subsidence in the model column. One cannobe directly associated with the cloud depth pattern, with re
rule out the possibility that subsidence was initiated biy-dr  gions of updraft/downdraft coinciding with deeper/shaito
zle evaporation because the subsidence starts at the end dbuds. As already illustrated by horizontal cross-sextio
the drizzle period. However, the subsidence amplifies durin in the left hand panels, the vertical velocity pattern dogs n
the period without drizzle and only then is the LWP reducedseem to be associated with any coherent structure, such as
to zero. Similar evolution is apparent for the P2 location gravity or inertia-gravity waves.
(Fig. 9b) between 12 and 16 UTC (region NC.D_2), with The evolution of lower-tropospheric profiles within
the subsidence intensifying after a period with nonzero PWPthe two regions (NOCLD_1 and CLD2) are presented
For the two other periods CLD in Fig. 9b and CLD2 in in Figs. 11 and 12, respectively.  The profiles are
Fig. 9c with significant subsidence, the cloud-free regms shown in 30-min intervals starting at 8:30/4:00 UTC for
not develop. The subsidence, with magnitudes comparabl®lO_CLD_1/CLD.2. There are a few common features for
to NO.CLD_1 and NQCLD_2, only leads to the reduction all the profiles. Firstly, the boundary layer is approxinhate
of LWP and suppression of drizzle. Note that the subsidencevell-mixed for total water and liquid water potential temype
phase associated with the CLDis separated from the sim- ature and for the horizontal wind components. Secondly, the
ilar evolution during the NOCLD_2 phase by a significant extrema of the lower-tropospheric vertical velocity arpity
updraft, cloud deepening, and drizzle. In general, Fig. 9cally located near the cloud top. The maxima seem similar
shows a significant variability and tight coupling between for the NQCLD and CLD profiles. Perhaps the most sig-
lower-tropospheric vertical velocity, cloud water andzdte.  nificant differences are in the depth of the cloud layer,-shal
Periods of significant lower tropospheric updrafts tydical lower in the NQCLD case (Fig. 11) and deeper in the CLD
lead to cloud deepening and enhanced drizzle, whereas per¢ase (Fig. 12). Presence/absence of drizzle in CLDMOID
ods of significant downdrfats occasionally lead to completecases is arguably associated with deeper/shallower cloud
cloud evaporation and formation of cloud-free regions. layer and thus does not seem to play role in the formation

Coupling illustrated in Fig. 9 may be associated with of the cloud-free region, as argued earlier in the paper.
mescoscale variability, for instance, due to gravity ortiae
gravity waves, affecting processes near the boundary layer
top. This is further illustrated by Fig. 10 which shows verti 5 Discussion and conclusions
cal and horizontal cross-sections of the simulated lower tr
posphere with the emphasis on the flow and cloud structures/Ve presented an application of the off-the-shelf versi@n 3.
As Fig. 9 suggest, formation of cloud-free regions in the of the WRF model to a limited-area case-study-type simula-
model involves a period of significant drizzle followed by tions of stratocumulus clouds over the South-Eastern Racifi
a strong lower-tropospheric subsidence. To illustrate spaduring the VOCALS-REX field project. Because of the rel-
tial variability that accompanies temporal variabilitjus- atively coarse horizontal and vertical resolution when €om
trated in Fig. 9, we show in the left panels of Fig. 10, the pared to LES modeling, the simulations feature interastion
evolution of the LWP contour of 1 gn? (thick black line)  between resolved processes, such as the mesoscale dynam-
and the vertical velocity at about 1 km height (model level ics, and processes that have to be parameterized (boundary
14; colors). Additionally, the direction of the horizontal layer transports, cloud processes, etc). Simulated lower t
wind for model levels below and above the boundary layerpospheric structure and cloud characteristics were cogapar
inversion (model levels 12 and 19; about 0.8 and 1.3 kmto the observations collected by the UK’s BAe-146 research
height) are shown using gray and magenta arrows, respe@ircraft. We also analysed the simulated formation of cloud
tively. The figure shows that the model simulates an orgafree regions, anticipating that physical mechanisms simu-
nized mesoscale pattern of lower-tropospheric vertidalore  lated by the WRF model have some relevance to the Pockets
ity (updrafts and downdrafts), approximately along the SE-of Open Cells (POCs) observed in nature over the subtropical
NW direction. Cloud-free regions form in subsidence areas Pacific ocean off the coast of North and South America.
The cloud-free region in the center of the domain expands The WRF-predicted profiles of potential temperature,
as the subsidence in this area expands. There is also a sigloud water mixing ratio, water vapor mixing ratio and hor-
nificant change of the horizontal velocity direction betwee izontal velocities showed significant differences fromséo
the boundary layer and the free troposphere, covering mosbbserved during the B420 flight on November 13th, 2008.
of the domain shown, with the wind changing direction from Although there was a significant variability of the observed
S-E (within the boundary layer) to E above. A strong subsi-profiles (the largest for the horizontal velocity comporent
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within the boundary layer), the variability does not explai hypothesized a different chain of events leading to the-tran
the systematic differences in the boundary layer height besition. They argued that the deepening of the cloud field
tween the observations and simulations. Overall, signifi-leads to more drizzle, and the enhanced drizzle results in
cant underprediction of the height is consistent with previ the transition. Such a picture is consistent with previous
ous limited-area simulations of cloud-topped marine beund LES studies (e.g., Savic-Jovcic and Stevens, 2008) suggest
ary layer (e.g., Wyant et al. (2010), Abel et al. (2010), Yang ing that strongly-drizzling stratocumulus with closed}ci-

et al. (2011), Wang et al. (2011)). In our case, the underpreeulations gradually transitions into open cells. Sma#lisc
diction results from a combination of two factors. Firsthe dynamical processes associated with the drizzle fallodt an
boundary layer in the input data that provided the initial an evaporation, unresolved in the limited area model, ardylike
inflow boundary conditions (i.e., the GFS 1 degree analysego be key in the transition. In contrast, the WRF simulations
or ERA Interim) was way too shallow, arguably because thediscussed here seem to show direct evaporation of the cloud
deficiencies of the data assimilation systems and sparse (atue to lower-tropospheric mesoscale subsidence with,littl
non-existing) boundary-layer data over the south-ea$larn if any, role of drizzle. It is thus not surprising that the -for
cific. The second factor concerns deficiencies of the boundmation of cloud-free regions was relatively insensitivéite

ary layer schemes available in the WRF model. Analysis ofparameterization of cloud microphysics.

the WRF output suggested the boundary layer schemes diag- The model results reported here call for further studies
nosed boundary layer height near the cloud base rather thasing LES models applying time-evolving vertical velocity
near the cloud top, as one might expect for approximatelydue to lower-tropospheric waves as in Allen et al. (2011) or
well-mixed (in the sense of conserved moist variables) mamesoscale features simulated in the current study. Such sim
rine boundary layer. ulations should document if the evolution hypothesized in
Model solutions improved little (and typically only far Allen et al. (2011) and simulated by limited-area model re-
from the shore) when the number of model levels was in-ported here are indeed reproduced by a model that resolves
creased from 36 to 81, consistent with results discussed byoundary-layer dynamics as well as small-scale cloud and

Wang et al. (2011). When the horizontal gridlength was re-drizzle processes. We hope to report on such simulations in
duced from 9 to 3 km, there was almost no change in boundthe near future.

ary layer height. This is in contrast to the results presktbye
by Wang et al. (2011), where improvement with the increas-
ing horizontal resolution (45km, 15km, 5 km) was reported.
Moreover, the results changed little when different boupda
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Fig. 1. Aircraft track for the flight B420. Left panel: WRF domains
and geographical position of the aircraft together with$is3 (col-
ors). Right panel: aircraft altitude versus time for thekrahown in
the left panel; black lines - profiles used for model evabhmtgray
lines - additional segments used to document the loweoigeric
variability within the observed system.
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Table 1. Physical parametrizations used in the simulations with ViiR#Eel version 3 (Skamarock et al., 2008) and model domaixesctly
the same parametrizations were used for outer and inneriddoranested runs. The model in the REF configuration for tB&Rand the
EXT simulations was initialized at 00 on 12/11/2008, 00 ofl112008 and 00 on 05/11/2008

Simulation: REF SM1 SM2 SF1 SF2
Physics Option (name) Option (name)  Option (name)  Option (name) iddname)
mp_physics 1 (Kessler) 8 (Thompson) 10 (Morrison)
ra_lw_physics 1 (RRTM)
ra_sw_physics 2 (Goddard)
sf_sfclay_physics 7 (Pleim-Xiu) 1 (Monin-Obukhov) 2 (Monin-Obukhov (E
sf_surfacephysics 2 (Noah) 1 (thermal diffusion) 1 (thermal diffusion)
bl_pbl_physics 7 (ACM2) 1(YSU) 2 (MYJ TKE)
cu_physics 0 (cumulus option)
sstupdate 1(SST)
Domain
REG (312x212,dx=9km) X X X X X
NEST(387x141,dx=3km) X X X X X
EXT (624x424,dx=9km) X
15 15 \\ b 15 2 15 ¢ b
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N 0.5 ~ 0.5 N 0.5 ~ 0.5
0 0 0 0
0 5 10 15 - 0 5 10 15 -2 0 2
q, [o/kg] w [m/s] q, [g/kg] w [m/s]

Fig. 6. Model sensitivity to the initialization time for EXT with 81
vertical levels and for profile 5; black line - observatiobkie - 00h
on 12.11.2008, green - 00h on 10.11.2008, red - 00h on 0R08;2
gray points - variability of measurements.

Fig. 5. Model sensitivity to the initialization time for the run wiB1
vertical levels and for profile 4; black line - observatiobkie - 00h
on 12.11.2008, green - 00h on 10.11.2008, red - 00h on 0%08;2
gray points - variability of measurements.
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