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TRAIN Tutorial 
 

 

By David Bekaert, University of Leeds 

eedpsb@leeds.ac.uk, tw: @SARscience 
 

This tutorial can be used to test the different tropospheric correction methods included in the 
Toolbox for Reducing Atmospheric InSAR Noise – TRAIN [5]. The test region consists of data 
acquired over southern Mexico on the descending 255 track of Envisat between 2004 and 
2009 [1] [4]. This dataset has been pre-processed with ROI_pac [9], DORIS [11], and StaMPS [2]. The track 
has been used in a study for the 2006 Guerrero Slow Slip Event [1] [4], and another study where all 
the methods are compared [5].  

The TRAIN manual can be found at: http://davidbekaert.com/download/TRAIN_manual.pdf 
Questions can be posted at https://groups.google.com/forum/?hl=en#!forum/TRAIN_support 

aƛƴƛƳǳƳ ǊŜǉǳƛǊŜŘ ǎƻŦǘǿŀǊŜΩǎΥ 

¶ To run through this tutorial you will need to have TRAIN and GMT installed. You can 
download TRAIN at: http://davidbekaert.com/#links. TRAIN is undergoing continuous 
development, with its first beta version released in 2015. It might also be worth checking 
to see if there have been fixes to the beta versions.  

¶ TRAIN has been tested with GMT 4.5.9 and GMT 4.5.5. 

¶ We will use the stamps plotting functionality. You can download the required Matlab 
functions from http://davidbekaert.com/download/StaMPS_patch.tar. If you are not a 
frequent stamps user, you can just add them to the TRAIN Matlab folder.  

I would like to acknowledge Matthew Gaddes and Thomas Ingleby for testing the tutorial. Special 
acknowledgement to UCAR, JPL, and ESA for providing the permission to share the auxiliary test-
date of GFS [6] and CFSR [7], MODIS PWV using OSCAR, and MERIS with this TRAIN tutorial. The SRTM 
was downloaded from the SRTM website and mosaic latter on. 

 

Red refers to variables or paths that need to be specified by the user. 

Blue refers to Matlab functions. 

> Indicates a command line input 

>> Indicates a Matlab command line input 

The TRAIN software source file and all dependent programs need to be sourced within your 
.cshrc or .bashrc file. If not done TRAIN will crash when calling Linux command line programs 
from within Matlab. For this tutorial it is important that GMT is installed and can be called 
from within Matlab.. 

 

The tutorial below will take you through the steps of correcting the Mexico test dataset for 
tropospheric delays when using the original interferometric phase, as well as when using auxiliary 
data from the ERA-I weather model and the MERIS spectrometer. No direct examples are shown 
for MODIS and WRF, these will be included in future. However the test data for these methods has 
also been made available. 

mailto:eedpsb@leeds.ac.uk
http://davidbekaert.com/download/TRAIN_manual.pdf
https://groups.google.com/forum/?hl=en#!forum/TRAIN_support
http://davidbekaert.com/#links
http://davidbekaert.com/download/StaMPS_patch.tar
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1. Data Setup 

StaMPS processed dataset 

Let us start Matlab within your $processing_path/INSAR_20051216 directory, where 
$processing_path is the absolute path to your processing location. 

> matlab 

For this tutorial all the StaMPS time-series processing has already been done for you, up to the 
stage that the data has been unwrapped and the initial time-series has been produced.  

 

You can use the StaMPS ps_plot function to display the results. In order to get a good 
overview on how to use this function, have a look into the syntax of the function.  

              >> help ps_plot 

This returns a quite extensive list, defining all the input arguments. For now, simply 
familiarise yourself with the options for the value_type, phase_lims, and n_x.  

               >> ps_plot(value_type , 1, phase_lims, 0 ,0,[],n_x) 

For any value_type option including an ‘a’, referring to atmosphere, you also need to specify 
an extra tropospheric correction flag tropo_flag (e.g. ‘a_e’, ‘a_l’, etc), which can be placed at 
any location after the value_type. The phase_lims can be used to fix the colorbar, which is 
useful when comparing different correction methods and evaluating the impact of the 
correction. Finally, we use n_x to limit the number of interferograms plotted on each row. 

 

You can plot the unwrapped interferograms corrected for DEM errors, with the colorbar fixed 
between [-18 20] radians, and 7 interferograms per row using:  

>> ps_plot('u-d',1,[-18 20],0,[],7)  

Note that an estimate of the Envisat oscillator drift [10] is removed on the fly when calling ps_plot.  

 

The result you will get is shown in Figure 1a. Most of the large signals are related to tropospheric 
delays. A strong correlation can be observed between the unwrapped interferograms and the 
topography. Besides a topography-correlated signal you can also observed a coherent 
tropospheric structure (wave-like patterns) in the north or our study region, related to gravity 
waves. Other components of the troposphere include turbulence and long-wavelength 
tropospheric signals. 

 

You can also plot the velocity using: 

>> ps_plot('v-d') 
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(a)  (b)  

Figure 1: (a) Unwrapped interferograms corrected for DEM errors and the Envisat oscillator 
drift. (b) The topography over Mexico, where green corresponds to sea-level and white is ~4 
km elevation. A clear correlation can be observed between the interferograms and the 
topography 

 

TRAIN parameters 

We will use TRAIN to perform the corrections for each individual interferogram. First the data 
needs to be set-up such that TRAIN knows where to find the corresponding files, e.g. look angle, 
the unwrapped interferograms, the DEM, etc.  

As TRAIN is compatible with StaMPS, it automatically sets-up most of the file paths when it is 
called for the first time. For InSAR data processed with other software’s please refer to chapter 4 
of the TRAIN manual, detailing the assumed structure by TRAIN. In future this will be expanded 
and contributions are welcomed. 

To retrieve the TRAIN parameters you can use the function “getparm_aps”.  

>> getparm_aps 

The output of getparm_aps shows the different TRAIN parameters and their values. An example of 
the command window output is shown in Figure 2. To retrieve the field of a specific parameter you 
can use getparm_aps('parm_name'), where parm_name is the name of the parameter you want to 
retrieve. For the demfile this is: 

>>getparm_aps('demfile') 
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To change the content field for a parameter, you can use setparm_aps('parm_name',FIELD), where 
FIELD would be a string or value depending on the type of parameter.  

>>setparm_aps('demfile','test_this_dummy_path') 

 

There is no need to give the details of each parameter now. Within each TRAIN chapter, describing 
an individual correction method, you will find a table describing the parameters used to make that 
correction, together with the default values. You will only need to check and specify the relevant 
parameters for the correction method you want to apply. 

 
 

 

Figure 2: Partial screen output when using getparm_aps 

 

DEM set-up 

For this tutorial we will use the DEM to make the ERA-I correction. Therefore we will demonstrate 
the use of setparm_aps  to update the location of the DEM. For this tutorial we will put all the raw 
data at the same level of the InSAR_20051216 folder.  

> mkdir $processing_path/DEM 

The Mexico DEM has already been downloaded and can be found within the auxiliary data folder 
as ‘final_Mexico.dem’. Alternatively you can make you own DEM. When doing so, it is important 
that the DEM has a corresponding ‘.rsc’ file. This file contains the information of the width, the 
length, the upper left corner, and the format of the DEM (e.g. real 4, int2 etc).  

You can copy or make a symbolic links to the DEM provided with this tutorial: 

> ln ςs $raw_data_path/auxiliary_data/DEM/*    $processing_path/DEM/. 

>> setparm_aps('demfile','$processing_path/DEM/final_Mexico.dem') 
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2. Phase-based corrections   

Phase-based correction methods for individual interferograms include the linear and power-law 
corrections. The linear method can be estimated using the whole interferogram, or in a non-
deforming region, or from a spatial frequency band insensitive to deformation. Once the 
relationship between the phase and topography is estimated, it is applied over the whole 
interferogram. Due to its estimation procedure, the linear method cannot be applied locally, and 
thus cannot account for a spatially-varying troposphere. This becomes important for larger regions 
(few 100’s of km), over which the tropospheric properties vary in space. An alternative to this is 
the use of the power-law method, which can be applied locally. 

Computing the linear tropospheric correction  

The linear correction method is contained in Chapter 7 of TRAIN. The default method is to 
estimate the linear correction using the whole interferogram.  

Therefore only the phase and heights parameters are required at the moment. Let us first verify 
that the full path is specified for the “phuw_matfile” and “hgt_matfile” files.  

>>getparm_aps('phuw_matfile') 

>>getparm_aps('hgt_matfile') 

As you can see, the location was already correctly extracted from the STaMPS processing 
structure. In case your data was not processed with StaMPS, you will need to update the 
corresponding fields before proceeding. Also see Chapter 4 of the TRAIN manual which explains 
how to prepare your data. 

 

Each correction method of TRAIN has one main function that you call. For the linear correction this 
is aps_linear. You can now run the computation of the linear delay as: 

>> aps_linear; 

The output of this function is stored in the “tca2.mat” (estimated topography-correlated 
atmosphere) mat-file, as the variable “ph_tropo_linear”. When you re-run the linear correction, 
the “ph_tropo_linear” variable will be overwritten. When you run another correction method the 
estimated delays will be added to the “tca2.mat” file.  

Plotting the results 

You can plot the results of the linear correction using:  

>> ps_plot('a', 'a_l', 1, [-18 20], 0 ,[],7) 

Figure 3 shows the interferogram of 31 December 2004 (a) and the estimated linear tropospheric 
correction (b). You can see that the estimated linear correction shows some similarity with the 
original interferogram in the north of our region. However, this method is not able to capture the 
opposite type of correlation near the coast. The main reason for this is that the interferometric 
phase-topography correlation changes sign, i.e. demonstrates spatial variability. In other cases the 
effect is less, as shown in Figure 4 for the 4 February 2005 interferogram.  

Figure 5 shows the corrected velocity plot before and after the linear correction. Inverting a time 



 6 

series for the velocity already reduces the impact of atmospheric noise, as due to its random 
nature the atmosphere will start to cancel out. You can see a clear reduction in the topography-
correlated signal after applying the linear correction. Note that any type of deformation which 
correlated with the topography will leak into the linear correction as well. Care should therefore 
be taken when using the maximum reduction in phase as indicator for the “best” correction 
method. For example in our study region we expect the largest tectonic deformation (interseismic 
and slow slip signals) to occur near the coastal region, which then gradually decrease over a few 
100 km’s. In Figure 3(b) you can see a strong reduction near the coast. From just assuming 
reduction as criteria, it is unclear if part of the tectonic signal has been removed as well. 

 

(a) u-d     estimated   (b) Linear (full ifg)     (c) Linear (non-defo, North)     (d) Power-law (1 win) 

                                                       

                                               (e) Power-law (15 win)           (f) ERA-I                              (g) MERIS 

                                                                                  

Figure 3: Unwrapped 31 December 2004 interferogram corrected for DEM errors and the Envisat 
oscillator drift (u-d). Subsequent panels give the estimated tropospheric in case of (b) the linear 
method estimated over the whole interferogram, (c) in case the linear was applied in non-
deforming region (upper half of the study region), (d) when applying the power-law in a 2-32 km 
spatial frequency band in a single window, (e) when applying the power-law method and band-
filter over 15 windows, (f) when doing the ERA-I weather model correction, and (g) when 
applying the MERIS correction. 
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 (a) u-d     estimated        (b) Linear (full ifg)     (c) Linear (non-defo, North)     (d) Power-law (1 win) 

                                                       

                                               (e) Power-law (15 win)           (f) ERA-I                              (g) MERIS 

                                                                                        

Figure 4: Same as Figure 3 but for the 4 February 2005 interferogram. 

 

Computing the linear correction from a non-deforming region 

One way to cope with deformation leaking into the linear correction is to estimate the correlation 
in a non-deforming region. This will require you to turn on the 'non_defo_flag'. 

>>setparm_aps('non_defo_flag', 'y') 

When this flag is set, TRAIN assumes that there will be a file called “non_defo.mat”, with a variable 
poly that gives your non-deforming region. You can either create this yourself or use the polygon 
given in the auxiliary data folder. Ideally we should remove the influence of both the interseismic 
and slow slip signals, as well as the larger subsidence rate of Mexico city towards the north. The 
non-deformation polygon provided in the auxiliary data covers from the middle towards the north 
of our study region. 

> cp $raw_data_path/auxiliary_data/Linear/non_defo.mat  processing_path/INSAR_20051216/. 
 

An easy way to define this polygon is by using the ginput function of Matlab, which allows you to 
click on a map and retrieve the clicked locations.  

              >>ps_plot ('v-d') 

              >>poly = ginput; 

Once completed press enter to return to Matlab, after which you can save the data as: 

              >>save('non_defo.mat','poly') 
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(a) v-d   corrected for        (b) Linear (full ifg)     (c) Linear (non-defo, North)     (d) Power-law (1 win) 

                                                       

                                               (e) Power-law (15 win)           (f) ERA-I                              (g) MERIS 

                                                                                        
Figure 5: (a) Estimated time-series velocity corrected for DEM errors and the Envisat oscillator drift 
(v-d). Subsequent panels are in addition corrected for (a) tropospheric delays in case of (b) the linear 
method estimated over the whole interferogram, (c) in case the linear was applied in non-deforming 
region (upper half of the study region), (d) when applying the power-law in a 2-32 km spatial 
frequency band in a single window, (e) when applying the power-law method and band-filter over 
15 windows, (f) when doing the ERA-I weather model correction, and (g) when applying the MERIS 
correction. 

 

Now you can re-run the linear computation and plot the results as before. Note that this 
overwrites the previous estimate.  

>> aps_linear; 

The estimated correction for both the 31 December 2004 and 4 February 2005 interferograms are 
shown in the (c) panel of Figure 3 and 4. The corrected velocity plot is given in Figure 5(c). As you 
can see the corrected velocity is not much different than when we applied the linear over the 
whole interferogram (b).  

Another alternative to cope with deformation is to estimate the phase-topography relation in a 
band insensitive to deformation. 

Computing a correction from a band insensitive to deformation 

The spatial band-filtering approach relies on the fact that the tropospheric delay manifests itself at 
all spatial scales, while often the tectonic displacement signal might be at specific spatial 
wavelengths [3]. However, finding out which spatial bands are most representative of the 
troposphere can be challenging [4], as beside the tectonic deformation there could also be 
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turbulent and coherent tropospheric features, DEM errors, orbit errors, etc., which contaminate 
the spatial bands. 

TRAIN does not include the linear correction with a band insensitive to deformation option. 
However, the power-law method approximates the linear method when applied over the whole 
interferogram in a single window.  

 

The power-law method is described in Chapter 8 of the TRAIN manual. Compared to the linear 
method the power-law has more parameters that need to be specified.   

First let us set the bandwidth which we will use. Over our test-region, the tectonic surface 
displacements due to interseismic and slow slip signal are of long-wavelength (> 50 km). Therefore 
we will use the shorter spatial bands to estimate the power-law correction, e.g. 2-32 km. For a full 
spatial band analysis for this dataset see  [4]. 

>>setparm_aps('powerlaw_spatial_bands',[2000 32000]) 

To speed up the processing, the band-filtering is done in the frequency domain. As part of the FFT 
operation, interferograms are first interpolated to a regular grid with a resolution 
“powerlaw_xy_res” (meter units). This value should not be set to a higher resolution than the 
current resolution of your interferograms, or in case processed with StaMPS your 
“merge_resample_size”.  

>>setparm_aps('powerlaw_xy_res',1000) 

The number of “approximate” windows is controlled by “powerlaw_n_patches”. This might be 
slightly different from the actual applied windows which are made approximately square. To force 
a single window you need set them to zero. 

>>setparm_aps('powerlaw_n_patches',0) 

Within each window the power-law relationship is estimated from the band-filtered phase and 
topography. The relation is described by the power-law exponent, “powerlaw_alpha”, and 
reference height, “powerlaw_h0”. Both can be estimated from sounding data in the first step of 
the power-law correction, or when skipped the default values will be assumed. Here we will use 
the values estimated before from sounding data [4]. 

>>setparm_aps('powerlaw_alpha',1.4) 

>>setparm_aps('powerlaw_h0 ',7) 

 

We will now proceed with the power-law processing. First we will band-filter the data. 

>>aps_powerlaw (2,3) 

BUG FIX: While testing some options at the time of the beta release a test flag was accidently left 
on. In the function “aps_powerlaw_linear_local.m” there is a flag “plane_mode” at line 100 which 
should be set to 'n' instead of 'y'.  

 >>edit aps_powerlaw_linear_local.m 
 

Once completed you can run the delay estimation, which estimates the phase-topography 
relationship locally in the windows, after which it is applied over the whole interferogram. 

>>aps_powerlaw (4,4) 



 10 

 

The results are now stored in “tca_sb2.mat” as the variable “ph_tropo_powerlaw”. You can plot 
the individual interferograms using: 

>> ps_plot('a', 'a_p', 1, [-18 20], 0 ,[],7)  

You can see that the estimated correction is not large in magnitude. The estimated correction for 
both the 31 December 2004 and 4 February 2005 interferograms are shown in the (d) panel of 
Figure 3 and 4. The corrected velocity plot is given in Figure 5(d). 

 

From a previous study  [4] it was shown that the interferograms are not always well fitted using a 
single window. You can try to increase the number of window to allow for spatial variation of the 
troposphere. The panel shown (e) in Figure 3, 4 and 5 are made by applying the power-law in 
approximately 15 local windows.  

>>setparm_aps('powerlaw_n_patches',15) 

As we did not change the band-filter, you can re-run only the last step in which it estimates the 
power-law relationship locally. 

 >>aps_powerlaw (4,4) 

 

You can also run multiple steps together by specifying a different start_step and end_step as: 

           >> aps_powerlaw(start_step,end_step) 
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3. ERA-I weather model correction 

First check if the relevant parameters in getparm_aps for the ERA-I correction are correctly 
specified. An overview of the required parameters is provided in Chapter 11 of the TRAIN manual. 

The UTC time-stamp of the SAR acquisition, the longitude and latitude extent, and interferogram 
dates are extracted automatically from the StaMPS data. You will still need to specify the location 
where the ERA-I data is or will be stored, and where the DEM file is located.  

As the DEM has already been set-up before, we do not need to do it again. As was done for the 
DEM, let us make an ERA_I folder at the same level as the INSAR_20051216 and update the 
parameter with the right location. 

> mkdir $processing_path/ERA_I 

>> setparm_aps('era_datapath','$processing_path/ERA_I') 

Downloading of the ERA-I data 

TRAIN supports the download of ERA-I from ECMWF (either manually or using the ECMWF python 
api), or from the BADC. Also other providers like UCAR could be used but this has not been tested. 
When using ERA-I data from somewhere other than BADC or ECMWF, verify that the netcdf 
variables did not change. 

Both ECWMF and the BADC require you to have an account. This can be requested and might take 
up to a few days to get. In case you already have an account with them you can try to download 
the data for our Mexico dataset yourself (option 1), alternatively the data is also provided with this 
tutorial (option 2). Please note that data is not shared until permission is granted from ECMWF. 

Option 1: download ERA-I from ECMWF or BADC 

You can download the ERA-I data from the ECMWF (http://apps.ecmwf.int/datasets/data/interim-
full-daily/) or BADC website. To swap between these two options you will need to specify the 
parameter ‘era_data_type’, to be either the string ‘ECMWF’ (default) of ‘BADC’. Let us proceed 
with the default option for now (see the manual for the BADC option). 

>> setparm_aps('era_data_type','ECMWF') 

Not a command 

You can either download the files manually using the ECMWF portal (link above) or use the 
ECWMF api. When downloading manually, a file list of the required files can be found by typing:  

>> aps_era(0,0) 

You will need to store the downloaded data in the right $processing_path/ERA_I/YYYYMMDD 
structure. Alternatively, If you have the ECMWF api installed (section 3.7 of the TRAIN manual) you 
can download the data directly by typing: 

 >> aps_era(0.1,0.1) 

http://apps.ecmwf.int/datasets/data/interim-full-daily/
http://apps.ecmwf.int/datasets/data/interim-full-daily/
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This is faster as the data is cropped around your InSAR region and also the date structure is 
automatically set-up. An example of the generated output is contained in Figure 6. 

 
 

 

Figure 6: Partial screen output when downloading ERA-I data using the ECMWF api 

Option 2: Use the ERA-I data provided with the tutorial 

The ERA-I data has already been downloaded for you. You can copy or generate symbolic links to 
the ERA_I data within the auxiliary data folder.  

> cp ςr $raw_data_path/auxiliary_data/ERA_I/*       $processing_path/ERA_I/. 

 
 

ERA-I is a re-analysis weather model product. This means that ERA-I is not an operational 
service, with on average a 3 month delay. Interferograms for which one of the SAR dates is 
lacking ERA-I data, will have no delay estimated. Instead the interferogram will be patched 
with zeros.  

TRAIN can be easily expanded to include other weather models or operational weather model 
services, as long as they have a pressure, temperature and relative humidity field. 

 

Computing the ERA-I Zenith SAR delays 

You can now proceed to the computation of the hydrostatic and wet delays for each SAR date. 
This will take about 5 minutes to complete. 

>> aps_era(1,1) 

You will be prompted to validate if the DEM looks reasonable. You should compare if both panels 
in the generated figure are looking similar. The top one represents the original high resolution 
DEM, while the bottom one is used to intersect with the weather model. 

In case they do look different, then this is likely related to a wrong file format assumed by TRAIN. 
You can specify this using the FORMAT string in the ‘.rsc’ file of the DEM. Different FORMAT’s are 
being included in a future release, these will be documented in the manual. For now I recommend 
to use real4. 
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Also Figure 7 will appear which shows the DEM over the study region and the ERA-I observations. 
There should be at leave one row and columns of red ERA-I observations outside the displayed 
DEM.  

 

 

Figure 7: Overview map of the ERA-I observations which will be used in the calculation. 
 

From Figure 7 you can see that ERA-I data has a low spatial resolution (~70km). However detailed 
structures in the final delay follow from the intersection with a high-spatial resolution DEM. The 
delay for each SAR date is computed from pressure, temperature and relative humidity. First these 
values are vertically and horizontally interpolated to a higher resolution, after which the 
refractivity is computed. The zenith (vertical) delay follows then from the integration of the 
refractivity from the surface upwards. In time the ERA-I acquisition before and after the SAR UTC 
acquisition time are weighted linearly.  

The zenith wet and hydrostatic delays, with cm units, are saved within each 
$processing_path/YYYYMMDD folder as YYYYMMDD_ZWD.xyz and YYYYMMDD_ZHD.xyz files.  

Computing the ERA-I InSAR phase delays 

The interferometric delays are computed using the output of the previous step. In addition the 
delays are converted to line-of-sight phase delays and interpolated towards the InSAR geo-
coordinates. The look angles as well as the radar wavelength are automatically extracted from the 
StaMPS files.  

To compute the ERA-I phase delays type: 

>> aps_era(2,2) 
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The estimated tropospheric phase delays are stored in the ‘tca2.mat’ files as variables 
ph_tropo_era. You will also find the wet and hydrostatic components saved individually as 
ph_tropo_era_wet and ph_tropo_era_hydro.  

 

You can also run multiple steps together by specifying a different start_step and end_step as: 

           >> aps_era(start_step,end_step) 
 

Plotting the results 

To plot the estimated tropospheric delays from ERA-I (Figure YYY), type: 

>> ps_plot('a','a_e',1,[-18 20],0,[],7) 

Here 'a_e' refers to the total delay estimated from ERA-I. You can also choose to plot only the wet 
component, 'a_ew', or hydrostatic component 'a_eh'. You can now compare the results before 
(figure 1) with those after tropospheric correction: 

>> ps_plot('u-da','a_e',1,[-18 20],0,[],7) 

To plot the velocity after tropospheric correction, type: 

>> ps_plot('v-da','a_e') 

The corresponding results are shown in panel (f) of Figure 3, 4 and 5. 
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4. MERIS spectrometer correction 

Next we will compute the tropospheric correction based on the spectrometer observations from 
MERIS. MERIS provides attractive auxiliary data to correct Envisat interferograms, as both MERIS 
and ASAR Envisat data were acquired simultaneously on board Envisat. Therefore the atmospheric 
state was captured at the right moment, and no temporal weighting is required. However as you 
will see, it is typically limited by cloud cover.  

The tropospheric corrections estimated from spectrometers (MERIS and MODIS) only provide a 
constraint on the wet component of the tropospheric delay. To get the full delay it is 
recommended to combine the MERIS estimated wet delay with the hydrostatic delay of a weather 
model, e.g. ERA-I or WRF.  

 

Like before it is important to check which parameters in getparm_aps are used during the MERIS 
computation of the delay. A relevant list is provided in tables in Chapter 10 of the TRAIN manual.  

The longitude and latitude extent, and interferogram dates were already extracted automatically 
from the StaMPS data. As we already defined the DEM before, there is no need to do that again. 
You will still need to specify the location where the MERIS data is or will be stored. Like was done 
for the ERA-I data, lets us now make a MERIS folder at the same level as the INSAR_20051216 and 
update the parameter with the right location. 

> mkdir $processing_path/MERIS 

>> setparm_aps('meris_datapath','$processing_path/MERIS') 

In addition you can estimate the spectrometer PI factor using sounding data. This step is skipped 
and the default value will be used. Please refer to Chapter 5 and section 10.4 of the TRAIN manual 
in case you would like to pursue this further.  

Downloading of the MERIS data and re-projection to WGS84  

TRAIN has scripts in place to download the required data automatically from the ESA MERCI ftp 
server, set-up the processing structure, and re-project from the ESA format towards geo-
coordinates (option 1). This requires the ESA BEAM software (see chapter 3 of the TRAIN manual). 
In order to download the data you need to have an account to access the MERCI ftp server. You 
can request and account from ESA (https://earth.esa.int/web/guest/pi-community). Data are for 
free and only a short note explaining why you need MERIS data will do for your application. 
Alternatively the data is also provided with this tutorial (option 2) 

Option 1: download MERIS from the MERCI ftp site 

First generate a file containing a list of the required SAR dates in the YYYYMMDD format.  

> cd $processing_path 

> ls -ld [1-2]* > MERIS_dates.txt 

Next you can use the ‘meris_download.ftp’ script in the TRAIN bin folder. You will need to edit this 
file and provide the path to the MERIS_dates.txt file, the track number 255, your user ID and your 
password to access the MERCI server. To download the data to  $raw_data_path/MERIS type: 

> mkdir $raw_data_path/MERIS 

https://earth.esa.int/web/guest/pi-community
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> cd $raw_data_path/MERIS 

> vim $TRAIN_software/ bin/meris_download_ftp     (edit the file) 

> meris_download_ftp 

To organise you data in the YYYYMMDD structure you can use the link_raw_meris script: 

> link_raw_meris $raw_data_path/MERIS 

Next you will need to re-project the MERIS data to WGS84. This can be done using the BEAM 
software provided by ESA. Section 10.2 of the TRAIN manual explains how to do this manually. 
Alternatively the re-projection can be done automatically using the optional inputs of the 
‘link_raw_meris’ script. To use this option and making at the same time symbolic links to your 
processing location, call it as: 

> link_raw_meris $raw_data_path/MERIS $processing_path/MERIS 1 

This will work also if the data has been set-up already in the date structure. 

Option 2: Use the MERIS provided with the tutorial 

You can copy or generate symbolic links to your MERIS folder using the MERIS data provided in 
auxiliary data folder.  

> cp ςr $raw_data_path/auxiliary_data/MERIS/*   $processing_path/ MERIS/.  

Computation of the slant wet MERIS delays 

We have skipped the first step on the estimation of the PI factor from sounding data and 
proceeded directly to the computation of the slant delays. This means that the default value of 6.2 
will be assumed for the PI-factor. You may want to re-estimate this value as it varies spatially. 
However, the impact of PI-factor variation is found not to be significant in some studies.  

To compute the MERIS slant delays type: 

>> aps_meris(2,2) 

 

This will take about 10-15 min, so this is a good moment to take a drink or have a scan through the 
TRAIN manual. 

Spectrometer corrections from MERIS and MODIS are included in TRAIN. Unlike the current 
implementation for MERIS, MODIS can be applied to other SAR platforms. Its support is included 
through the JPL OSCAR service, which can be accessed for free without an account. Both MERIS 
and MODIS are quite similar to run.  

 

During the processing TRAIN uses the cloud mask provided with the MERIS product to mask out 
the unreliable regions of retrieved Integrated Precipitable Water Vapour (IPWV). After that IPWV 
is converted to a wet delay tropospheric estimate. The outputs are stored, with cm units, within 
each YYYYMMDD folder as YYYYMMDD_SWD*.xyz files. You will find three files with different 
suffix, both the “surf” and “gauss” suffix files are wet delay estimates for which the cloudy regions 
were interpolated, the “nointerp” files has the cloudy regions masked out. 
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Computation of the MERIS InSAR phase delays 

In this step the results from the previous step are used to compute the relative difference 
between master and slave dates, converted to phase-delays.  

>> aps_meris(3,3) 

Interferograms for which one of the SAR dates lacks data or fails the cloud-free threshold, will not 
have a MERIS delay estimated. Instead the estimated interferogram correction is patched with 
zeros. The estimated tropospheric phase delays are stored in the ‘tca2.mat’ files as variables 
ph_tropo_meris and ph_tropo_meris_no_interp which gives the interpolated and non-
interpolated MERIS results.  

You can also run multiple steps together by specifying a different start_step and end_step as: 

          >> aps_meris(start_step,end_step) 

 

To plot the MERIS estimated wet component of the tropospheric delay for each interferogram 
type: 

>> ps_plot('a','a_m',1,[-18 20],0,[],7) 

Alternatively you could also plot the non-interpolated MERIS wet delays using the 'a_mi' flag. This 
will show you the actual locations where there is a mutual MERIS pixel in the master and slave 
date. You can also see the impact of the interpolation.  

To plot the corrected interferograms for DEM errors and the tropospheric delay, type: 

>> ps_plot('u-da','a_m',1,[-18 20],0,[],7) 

To plot the velocity after tropospheric correction, type: 

>> ps_plot('v-da','a_m') 

These results are shown in panel (g) of Figure 3, 4, and 5. 

 

As mentioned before the MERIS (and MODIS) correction provides only an estimate of the wet 
component of the troposphere. Typically the hydrostatic delay is smaller, but depending on the 
region it can still be significant. As we have computed the ERA-I before, we can combine the wet 
delays from MERIS with the hydrostatic delay as estimated from ERA-I. To view the corrected 
interferograms using the wet component of MERIS and the hydrostatic component of ERA-I, use 

>> ps_plot('u-da','a_m+a_eh') 

 

After you have visualised the results, you can try various cloud thresholds by changing the value 
and re-running this step. 

>> setparm_aps ('meris_perc_coverage',50) 

>> aps_meris(3,3) 
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