Source parameters of the 1 October 1995 Dinar (Turkey) earthquake from SAR interferometry and seismic bodywave modelling
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Abstract

The 1 October 1995, M s 6.1 Dinar earthquake ruptured a 10 km section of the NW–SE Dinar–Çivril fault. There are discrepancies between the published source parameters from seismic data, with seismic moments in disagreement by over a factor of two. We use both SAR interferometry and seismic bodywave modelling to determine earthquake source parameters. An interferogram generated from ERS-1=2 SAR imagery spanning the event, and separated by 5 months, is used to derive source parameters by a downhill simplex inversion with multiple Monte-Carlo restarts. We model the displacements in the satellite line of sight, initially using uniform slip on a rectangular dislocation in an elastic half-space. The resultant model fault plane agrees in strike and location with the observed surface break, but systematic residuals exist in the line-of-sight deformation field, resulting in a r.m.s. residual of 20 mm in the interferogram. The residuals are reduced if the depth distribution of slip is allowed to vary spatially in four segments along a continuous fault plane. Our best-fitting solution, with a r.m.s. misfit of 8 mm, reveals two distinct areas of slip on the fault plane (strike 145°, dip 49°, rake 270°): a main rupture slipping by 1.44 m between depths of 1 and 8 km, becoming deeper to the SE and matching the observed surface rupture, and an along-strike continuation to the NW of the same fault plane, but between depths of 8 and 13 km and not associated with a surface break. The total geodetic moment (4.5 ± 0.1 × 10 18 N m) is more than twice as large as published seismic moments based on the inversion of P-waves alone, but close to the Harvard CMT moment (4.7 × 10 18 N m). We use SH-waves, in addition to the P-waves used previously, to determine an alternative seismic source mechanism. SH-waves constrain the depth to be shallower than solutions based on P-waves alone, agreeing with the depths from the interferometric inversion and resulting in a larger moment (3.1 ± 0.4 × 10 18 N m) than the previous bodywave estimates (2.2, 2.1 × 10 18 N m). The CMT moment reduces in magnitude to a similar size (3.3 × 10 18 N m) if the centroid depth and fault dip are constrained to the values determined from bodywave modelling and interferometry. Thus, the geodetic moment is 40% bigger than the moment determined from seismology. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Southwest Turkey forms part of the highly seismically active Aegean extensional domain [1,2], characterised by distributed N–S extension (Fig. 1). GPS crustal velocity measurements [3] indicate a regional extension rate of $14 \pm 5$ mm yr$^{-1}$. In southwest Anatolia the tectonic setting is more complex, with the Isparta Angle representing the intersection of the Hellenic and Cyprus arcs [4]. Both NE–SW- and NW–SE-striking faults are present, with the former appearing to be the dominant system. The NE–SW Fethiye–Burdur fault zone, characterised by normal faulting with an element of left-lateral slip [5,6], is the northeastern extension of the Pliny–Strabo fault zone (part of the Hellenic arc) and has been the site of a number of large earthquakes this century. At its northeastern end, the Fethiye–Burdur fault zone is limited by a NW–SE-striking fault, the Dinar–Çivril fault.

The 1 October 1995, $M_s = 6.1$, Dinar earthquake ruptured a section of the Dinar–Çivril fault causing extensive damage to the town of Dinar and killing 92 inhabitants. The fault is characterised by a 60
km scarp with up to 1500 m of relief to the NE, although there is only approximately half this relief at the rupture location. The earthquake created a 10 km continuous surface rupture running along the base of the scarp with a maximum vertical offset of 25–30 cm, tailing off to around 15 cm to the SE [8].

Landsat TM imagery is used in conjunction with a digital elevation model derived in this study to give a perspective view of the Dinar–Civril fault (Fig. 2). The topography has a classic tilted block geometry with a steep scarp against the fault plane and gently tilted backslope.

There are differences between published seismic source parameters (Table 1), with seismic moments in disagreement by over a factor of two. The scaling of seismic moment, $M_0$, with fault length and width is fundamentally important in seismology and has been studied by many authors, e.g. [9,10]. Accurate knowledge of moment release is also vital for seismic hazard analysis [11] and for determining regional strain rates [12–14]. In this study we use Synthetic Aperture Radar (SAR) interferometry to determine fault length, width, and slip separately and hence $M_0$ independently of seismology. Our geodetic solution for the source parameters of the Dinar earthquake constrains the seismic moment to be larger than previous solutions based on P-wave modelling [8,15] but close to the Harvard CMT solution [16]. However, uncertainties in the determination of the $M_{xz}$ and $M_{yz}$ components of the moment tensor for shallow events [18,19], and the use of a fixed centroid depth, result in uncertainties in the CMT estimate of scalar moment. We further constrain the seismic solution using source parameters determined by joint inversion of SH- and P-waveforms; in particular, we investigate the possibility of subevents with different source mechanisms [8,15], and place better constraints on the $M_{xz}$ and $M_{yz}$ components of the moment tensor, and on the depth of faulting, than can be obtained with CMT solutions.

2. SAR interferometry

Studies of previous earthquakes, the 1992 Landers, California event in particular, have established SAR interferometry as a valuable technique for studying ground displacements caused by earthquakes [20–25]. The phase information from SAR images of the ground surface, acquired before and after an event in which ground displacements have occurred, can be used to generate an interferogram giving measurements of line-of-sight ground displacements with subcentimetric precision over a

---

### Table 1

Source parameters of the 1 October 1995 Dinar Earthquake from seismology

<table>
<thead>
<tr>
<th>Lat., Long.</th>
<th>$M_0/N_{max}$</th>
<th>Strike</th>
<th>Dip</th>
<th>Rake</th>
<th>Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harvard CMT catalogue</td>
<td>38.06°, 29.68°</td>
<td>4.7 $\times 10^{18}$</td>
<td>125°</td>
<td>30°</td>
<td>267°</td>
</tr>
<tr>
<td>CMT (adjusted dip)</td>
<td>38.06°, 29.68°</td>
<td>4.1 $\times 10^{18}$</td>
<td>125°</td>
<td>45°</td>
<td>267°</td>
</tr>
<tr>
<td>CMT (adjusted depth)</td>
<td>38.06°, 29.68°</td>
<td>3.3 $\times 10^{18}$</td>
<td>136°</td>
<td>45°</td>
<td>270°</td>
</tr>
<tr>
<td>Eyidog˘an and Barka [8]</td>
<td>38.06°, 30.175°</td>
<td>0.38 $\times 10^{18}$</td>
<td>135° (fixed)</td>
<td>40°</td>
<td>255°</td>
</tr>
<tr>
<td>1st sub-event</td>
<td>38.09°, 30.15°</td>
<td>0.5 $\times 10^{18}$</td>
<td>121°</td>
<td>34°</td>
<td>261°</td>
</tr>
<tr>
<td>2nd sub-event</td>
<td>38.09°, 30.15°</td>
<td>1.6 $\times 10^{18}$</td>
<td>137°</td>
<td>40°</td>
<td>277°</td>
</tr>
<tr>
<td>This study&lt;sup&gt;f&lt;/sup&gt;</td>
<td>38.06°, 30.13°</td>
<td>3.1 $\times 10^{18}$</td>
<td>136°</td>
<td>43°</td>
<td>273°</td>
</tr>
</tbody>
</table>

<sup>a</sup> Epicentral location.

<sup>b</sup> This depth was held fixed in the HRV CMT inversion.

<sup>cd</sup> 60 stations used in HRV inversion with 141 components (P, SH, SV).

<sup>c</sup> $M_{xz}$ and $M_{yz}$ components of the moment tensor set to zero (dip of 45°) (G. Ekström, pers. commun.).

<sup>d</sup> As above except that depth is fixed to 7 km in PREM (4 km into solid earth) (G. Ekström, pers. commun.).

<sup>f</sup> From P- and SH-waveform modelling. This solution used 42 waveforms (21 P-waves, 21 SH-waves) compared to the 10 and 16 waveforms (P-waves only) used by Eyidog˘an and Barka [8] and Pinar [15], respectively.
Fig. 2. Simulated 3D view looking NE along the Dinar fault, generated by draping Landsat TM data (bands 753 as rgb) over the high resolution DEM of the area generated in this study. The trace of the mapped surface rupture (red line) and the location of Dinar are shown [8]. Coherence in the interferogram is strongly correlated with surface type with high coherence over the basal conglomerates but low coherence over the agricultural flood plain of the Menederes river.

Fig. 3. Interferogram for the Dinar earthquake showing the location of the surface rupture (white line). The interferogram has been corrected for topographic contribution using a DEM derived from a SAR tandem pair. S₁ and S₂ denote the location of localised, high-gradient residual fringes, probably the result of small shallow aftershocks, or landslips.
Table 2
Details of ERS data used in this study (all SAR data copyright ESA)

<table>
<thead>
<tr>
<th>Date 1</th>
<th>Orbit 1</th>
<th>Date 2</th>
<th>Orbit 2</th>
<th>$B_\perp$</th>
<th>$h_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Change detection</td>
<td>13/08/95</td>
<td>21323 (ERS-1)</td>
<td>01/01/96</td>
<td>3654 (ERS-2)</td>
<td>8 m</td>
</tr>
<tr>
<td>(B) DEM generation</td>
<td>22/10/95</td>
<td>2652 (ERS-2)</td>
<td>23/10/95</td>
<td>22325 (ERS-1)</td>
<td>116 m</td>
</tr>
</tbody>
</table>

$B_\perp$ is the perpendicular baseline separation of the satellite orbits at the scene centre; $h_a \approx 9416/B_\perp$. There is minimal along-track variation in $B_\perp$ for these data.

Track 293, frame 2635.

wide area with a high spatial sampling rate; each fringe in the interferogram corresponds to 28 mm of ground displacement in the satellite line of sight for ERS-1/2.

Coseismic movements from the Dinar earthquake are measured using ERS SAR images spanning the event (Table 2, pair A) with a 5-month temporal separation and a 1165 m altitude of ambiguity ($h_a$) at the scene centre; i.e. topographic relief of 1165 m produces one fringe in the interferogram. We use the PulSAR SAR processing software, supported by Phoenix Systems, and the DERAin interferometric software, developed by the UK Defence Evaluation and Research Agency, to create the coseismic interferogram. The orbital parameters are updated using precise orbits from the German Processing and Archiving Facility for ERS (D-PAF).

The small topographic contribution to the net fringes is removed using a high resolution Digital Elevation Model (DEM) constructed from an ERS tandem pair (Table 2, pair B), using the ROI_pac software at JPL. The unwrapped phase differences [26] are converted to elevations [27] with the effective baseline and phase constant being determined by comparing the unwrapped phase with a medium resolution DEM for the Dinar area.

The corrected coseismic interferogram (Fig. 3) shows 21 fringes in the hanging wall of the fault indicating a maximum line-of-sight downthrown displacement of 0.59 m. The hanging-wall fringe pattern indicates asymmetrical deformation with the maximum change in range towards the NW end of the observed surface rupture but about 2 km away from it, forming a 'bull's eye' pattern. At greater distances from the surface rupture, fringes run sub-parallel to the strike direction, widening to the NW before curving sharply inwards towards the ground break. Three upthrown fringes (85 mm) appear in the footwall of the fault after the topographic correction. Coherence in the interferogram is strongly correlated with surface cover, showing high coherence over the basal conglomerates in the footwall but low coherence over the agricultural flood plain of the Menederes river.

In addition to the fringes resulting directly from the earthquake there are two localised high-gradient fringe patterns ($S_1$, $S_2$). $S_1$ lies on the steep mountainside and $S_2$ lies at the base of the slope on alluvial fan deposits. Possible causes for these localised displacements include secondary faulting and landslips triggered by the earthquake. The features, a maximum of 2 km across, are too small to be a significant part of the main rupture.

3. Interferometric determination of source parameters

We digitise discrete line-of-sight displacements at 753 locations along identifiable fringe boundaries (where phase = 0 or 2$\pi$; Fig. 4). The line-of-sight displacement at each point is determined relative to a nominally zero-displacement outer fringe, away from the influence of the earthquake. Initially, the event is modelled by assuming the surface deformation is equivalent to that caused by uniform slip on a single rectangular dislocation in an elastic half-space [28], assuming Lamé elastic constants $\lambda = 3.22 \times 10^{10}$ Pa and $\mu = 3.43 \times 10^{10}$ Pa. The calculated surface displacement vector ($u$) is projected into a line-of-sight displacement ($\Delta l = \hat{n} \cdot u$) where $\hat{n}$ is the unit vector in the line of sight; (east, north, up) = (0.3523, −0.0768, 0.9327).

We adopt a hybrid Monte-Carlo, downhill simplex inversion technique [29,30] to calculate a best-fitting model to the fringe pattern. The downhill simplex
method [31,32] finds minima in the misfit between observed and model displacements. To overcome the problem of local minima, we use a Monte-Carlo approach, starting the inversion 1000 times with randomly chosen starting parameters, the lowest minimum being retained as the final solution. The inversion determines ten parameters in all for the single dislocation solution — strike, dip, rake, slip, latitude and longitude, length of scarp, minimum and maximum depth, and a line-of-sight offset to allow for an incorrect assignment of the zero-displacement fringe.

In order to ensure that fault length $L$ remains positive, and the depth of the top of fault and fault width remain within given bounds, the inversion procedure makes use of auxiliary parameters. For example, the length of the fault $L$ is related to a parameter $\rho$ by $L = e^\rho$. In the downhill simplex inversion, $\rho$ is allowed values in the range $\pm \infty$ so that $L$ is required to lie in the range $0 < L < \infty$. The depth of the top of the fault $d$ is constrained to lie in the range $0 < d < d_{\text{max}}$ by allowing the downhill simplex inversion to work with a parameter $\delta$ in the range $\pm \infty$, where

$$d = \frac{d_{\text{max}}}{\pi} \left( \frac{\pi}{2} + \tan^{-1} \delta \right)$$

We assign a value of 25 km to $d_{\text{max}}$ in order to loosely constrain the fault to lie within the seismo-
Source parameters of the 1 October 1995 Dinar earthquake from inversion of SAR data

<table>
<thead>
<tr>
<th></th>
<th>Seismic (1 segment)</th>
<th>Geodetic (1 segment)</th>
<th>Geodetic (4 segments)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scarp latitude (°)</td>
<td>38.09 ± 0.01</td>
<td>38.132 ± 0.001°</td>
<td>38.172 ± 0.002°</td>
</tr>
<tr>
<td>Scarp longitude (°)</td>
<td>30.17 ± 0.01</td>
<td>30.117 ± 0.001°</td>
<td>30.078 ± 0.003°</td>
</tr>
<tr>
<td>Length (km)</td>
<td>–</td>
<td>11.4 ± 0.2</td>
<td>3.9 ± 0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.9 ± 0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.9 ± 0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.9 ± 0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.9 ± 0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.9 ± 0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.9 ± 0.35</td>
</tr>
<tr>
<td>$M_0$ (10$^{18}$ N m)</td>
<td>3.1 ± 0.4</td>
<td>4.2 ± 0.1 d</td>
<td>1.36 ± 0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.71 ± 0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.94 ± 0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.54 ± 0.13</td>
</tr>
<tr>
<td>Slip (m)</td>
<td>–</td>
<td>1.41 ± 0.05</td>
<td>1.46 ± 0.08</td>
</tr>
<tr>
<td>Strike (°)</td>
<td>136 ± 0.9</td>
<td>148 ± 0.9</td>
<td>145 ± 1.5°</td>
</tr>
<tr>
<td>Dip (°)</td>
<td>43 ± 0.7</td>
<td>53.8 ± 0.7</td>
<td>49 ± 1°</td>
</tr>
<tr>
<td>Rake (°)</td>
<td>273 ± 3</td>
<td>277 ± 3</td>
<td>270° (fixed)</td>
</tr>
<tr>
<td>$d_{min}$ (km)</td>
<td>4</td>
<td>2 ± 0.1</td>
<td>8.2 ± 0.6</td>
</tr>
<tr>
<td>$d_{max}$ (km)</td>
<td>8.2 ± 0.1</td>
<td>13.4 ± 0.5</td>
<td>8.0 ± 0.6</td>
</tr>
<tr>
<td>l.o.s. offset (mm) d</td>
<td>–</td>
<td>12 ± 1</td>
<td>–8 ± 4</td>
</tr>
</tbody>
</table>

Fault segments are numbered starting at the NW, as in Fig. 6. Error bounds of 2σ are given for the geodetic parameters determined by inversion.

*From P- and SH-waveform modelling (this study).

b Location of surface scarp, projected up-dip from the centroid location.

c Depth to centroid; inferred depth range = 0–8 km, given that the fault broke the surface.

d Assuming Lamé elastic constants $\mu = 3.43 \times 10^{10}$ Pa, $\lambda = 3.22 \times 10^{10}$ Pa.

e The line-of-sight (l.o.s.) offset allows for the incorrect assignment of nominal zero fringe (e.g. if the fringe digitised with l.o.s. displacement $-28$ mm., was actually the zero displacement fringe, the inversion would yield a l.o.s. offset of $-28$ mm.).

Geodetic upper crust. The vertical extent of the fault is constrained in a similar way. Apart from the length, depth and vertical extent of the fault, no constraint is placed on any of the parameters.

The source parameters obtained from our initial inversion of SAR fringes (Table 3) are used to create a model interferogram (Fig. 5a). The model explains the bulk of the deformation observed in the interferogram with the maximum displacement in approximately the same location and of the same magnitude, and fringes sub-parallel to the strike direction. The root-mean-square misfit (20 mm) corresponds to 2/3 of a fringe (1/3 of the radar wavelength). The surface projection of the fault plane we obtain by the inversion matches the surface observations of ground ruptures [8] except that the solution requires slip to continue for 3 km to the NW of the region of surface rupture and does not require any slip to be coincident with the SE angular segment of the fault. It is worth noting that the observed magnitude of slip [8] and the topographic expression of the fault (Fig. 2) are both smallest at the SE end, where there is no slip in this model. The geodetic moment for this single-fault model is $4.2 \pm 0.2 \times 10^{18}$ Nm.

A-posteriori errors for individual parameters are determined using a Monte-Carlo simulation technique [32,33]. We determine 100 minimum-misfit solutions, each using the technique described above, except that the number of restarts can be reduced to 30 if the initial nodes of each simplex are constrained to be close to the best-fitting solution. The 100 solutions are obtained using different datasets, each one derived from the original with line-of-sight displacements randomly perturbed in a normal distribution about their original value using an a-priori standard deviation of 10 mm. The 2σ errors presented in Table 3 reflect the distribution of solutions found.

There is a good fit over the majority of the fringe pattern, but three areas in particular are not well modelled. Residual $R_1$ (Fig. 5b) arises from misfit between the maximum displacement in the model interferogram and the ‘bull’s eye’ pattern of the real interferogram. The maximum in the calculated fringes is more elongate than the same feature in the real interferogram. A second significant residual (Fig. 5b, $R_2$) arises in the NW corner of the model interferogram where the model fringes do not have
Fig. 5. (a) Model interferogram using a best-fit single fault model showing the location of the mapped surface rupture (white line) and the model fault plane (black line). (b) Residual interferogram, the result of subtracting the model interferogram from the real interferogram. $R_1$–$R_3$ denote the location of the largest systematic residuals using this model.

The observed tightness of curvature, the far-field pattern in our best-fit solution having smoother, more gradual changes. It is impossible to remove either of these residuals using our single fault model whilst maintaining a good fit to the remainder of the deformation pattern. In addition, we do not match the footwall fringes well with this simple model with several residual fringes running parallel to the model fault plane (Fig. 5b, $R_3$). These residual fringes are the result of a small amount of slip which reaches the surface; 25–30 cm of slip was observed at the surface in the field [8] but in our best-fit solution, slip stops 2 km subsurface. The solution estimates 1.4 m of slip on the fault, significantly larger than the 25–30 cm observed at the surface in the field [8]. The residual fringes in the footwall are probably
the result of a discontinuity in the deformation at the surface rupture which is not included in the model.

Geological evidence [8] and variation in maximum line-of-sight displacement in the interferogram imply variable slip along the fault. To account for the misfits described above we introduce multiple fault segments of equal length, forced to lie on a single fault plane whose strike, dip, rake and location are solved for. There is a trade-off between depth range and slip for each segment such that if all other parameters are fixed, increasing the slip on the fault segment reduces the fault width without significantly increasing the misfit. Because of this, and to avoid overfitting the data, we only solve for a single value of slip applied to all segments.

In our single-fault solution we found a direct trade-off between the magnitude of slip on the fault and the rake. This trade-off occurs because the line of sight to the satellite is not far from vertical and, for rakes in the range of approximately 240° to 300°, the principal effect of a change in rake on calculated fringes is to alter their amplitude (in rough proportion to the vertical component of the slip vector) without greatly changing their spatial distribution. In consequence, the further from 270° the rake is, the larger is the slip required to fit the observed fringes. In order for our results not to be contaminated by this trade-off, we constrain the rake in our solution to be that found from seismological studies, namely 270°, which is the average of the Harvard CMT solution and our solution (Table 1).

Our best-fitting solution is generated from a four-segment inversion. Fifteen parameters are inverted for in all: strike, dip, slip, segment length and location applying to all segments (6), the vertical extent for each individual segment (8), and a line-of-sight offset of the fringes.

The inversion results (Table 3; Fig. 6) show an improved match to the observed interferogram, with all the major features of the original reproduced. The r.m.s. residual is reduced from 20 mm to 8 mm, or a quarter of a fringe. The major region of misfit remains the footwall, again the result of the difference between our best-fit solution, which has about 1.4 m of slip that stops over 1 km below the surface, and the real situation, in which 25–30 cm of slip propagated to the surface. Atmospheric effects such as the altitude dependence of the propagation delay of electromagnetic waves in the lower troposphere [34] could also result in complications in the footwall fringe pattern, but these are unquantifiable without additional meteorological data. The misfit cannot be caused by an error in the DEM, because errors of over 1000 m would be required to produce a single fringe.

4. Source parameters from P- and SH-bodywave modelling

A number of published seismic mechanisms for the Dinar earthquake exist (Table 1), notably those determined from inversion of P-waves by Eyidogan and Barka [8] and Pinar [15]. These solutions differ from each other and from the Harvard CMT solution [16] whose seismic moment is more than twice as large. A source mechanism is sought using SH-bodywave inversion in addition to the P-waves
used previously. The method and approach we use are described in detail elsewhere [35,36,2]. We use the MT5 software [39] to create a best-fit seismic inversion solution (Table 1, Fig. 7), using a half-space velocity model to calculate the synthetic seismograms, with $V_p = 6.0 \text{ km s}^{-1}$, $V_s = 3.5 \text{ km s}^{-1}$ and density = 2800 kg m$^{-3}$, consistent with the geodetic modelling. The source time function is parameterised by overlapping isosceles triangles with 2 s half-width. The minimum misfit solution we obtain is quite robust, and converges to this solution from a variety of starting positions, including those of the Harvard CMT solution [16], Eyidoğan and Barka [8], and Pinar [15].

Eyidoğan and Barka [8], and Pinar [15] discount SH-waves because of noise levels. However, we
Fig. 7. P (top) and SH (bottom) observed (solid) and best-fitting synthetic (dashed) waveforms and focal spheres for the 1 October 1995 Dinar earthquake. Station positions on the focal spheres are identified by capital letters with waveforms arranged alphabetically and clockwise by azimuth according to their location on the focal sphere. STF is the source time function. Vertical ticks on the seismograms indicate the inversion window.
Fig. 8. Observed (solid) and synthetic (dashed) waveforms recorded at six different locations on the focal sphere. Vertical dashes indicate the length of the inversion window. (A) Best-fitting solution. (B) Solution with depth constrained to 10 km but with other parameters free. (C) Solution with source time function limited to 14 s duration, but all parameters free. (D) Solution with a source propagating NW (315°) at 2 km s⁻¹ with all parameters free. Numbers above the P-wave focal sphere are strike/dip/rake/depth/M₀.

find numerous stations whose SH-waves are clear, with those at the same position on the focal sphere having very similar shapes (e.g. AAK, LSA, NIL, and CHTO; COL and KBS; SSPA and SJG), so we are confident these SH signals are robust. The fit to SH-waves is poor at a few stations very close to an SH nodal plane (e.g. ERM, HIA, BRVK) as in those cases the waveforms are extremely sensitive to very small changes in the nodal planes. At stations away from the nodal planes, and at a wide variety of azimuths, the fit to the SH-waveforms is good.

The principal feature of the source time function is a double pulse, corresponding to two bursts of moment release, or sub-events, with the larger second event starting about 5 s after the first. This is also a feature of the solutions of Eyidogan and Barka [8] and Pinar [15]. Our seismic moment is 80% larger than those determined from P-waves alone, although it is still smaller than the Harvard CMT solution [16]. The difference between the moment constrained by P-waves alone and that determined from both P- and SH-wave modelling probably arises because of a strong trade-off between the centroid depth and the length of the source time function, which leads to larger calculated seismic moments for events located at shallower depths [17]. Fig. 8 shows waveforms recorded at six stations from different parts of the focal sphere. Row A is our best-fitting solution, with a centroid depth of 4 km, and row B is the best-fitting solution with centroid depth constrained to 10 km, typical of the previously suggested depths. The deeper source is fit by a shorter source time function with a moment that is approximately half the size of the best fitting solution. Although the fit of the P-waves does not change greatly with increased depth, the SH-waves are modelled better by a shallow source thus requiring our moment to be larger than the published deeper sources.

The shape of the source time function (Fig. 8, row A) contains a tail at the end of the second (main) sub-event giving the time function a total duration of 20 s. If we limit the time function to 14 s duration, removing the tail, the resulting inversion (Fig. 8, row C) gives a solution whose fit to the waveforms is not significantly worse than in row A, and whose source parameters are also negligibly different except for the
moment, which has been reduced from $3.1 \times 10^{18}$ to $2.7 \times 10^{18}$ N m. Thus about 10–15% of the moment in our best-fitting solution is contained in the tail of the time function, which is poorly resolved. This gives an informal indication of the likely error in the moment from this source, constraining the moment to $3.1 \pm 0.4 \times 10^{18}$ N m.

The published solutions from P-waves alone [8,15] indicate that the second sub-event is NW of the first, because the time delay between the two pulses in the P-waveforms apparently varies with azimuth. This conclusion critically depends on the onset time chosen for the P-waveforms: in our inversion this is fixed to the arrival time read on the (relatively) high-frequency broad-band records at all stations. If source directivity is significant, it will result in a compression of the time function and waveforms in the direction of rupture propagation and elongation of them in the opposite direction. There is a suggestion of such in the P-waveforms at some locations (e.g. MSEY and SJG). Tests using a source propagating NW (315°) at 2 km s$^{-1}$ (Fig. 8, row D) improved the P-wave fit at several, but not all, stations, and the fit to the SH-waves worsens. We conclude that we cannot reliably resolve rupture propagation using the P and SH data.

Finally, Eyidogan and Barka [8] and Pinar [15] used the P-waves to suggest that the two pulses in the source time function had different orientations (Table 1). We did not find such variation necessary for modelling the P- and SH-waveforms, and the variation in orientation they suggest produced a very poor fit to the SH-waves. Nonetheless, a minor change in orientation of the second pulse could conceivably improve the fit to SH-waves at some nodal stations (e.g. ERM, HIA, BRVK).

The Harvard CMT solution [16], which differs in focal mechanism from the other solutions and has the largest moment obtained from seismic data, is also investigated. Test calculations holding centroid depth, strike, dip and rake fixed at the values in the Harvard CMT solution, with only source time function and moment free to vary, produce fits to the P- and SH-waves that are much poorer than those for the best-fitting solution. If the depth is also free to vary, the fits are improved but are still poorer than those for the solution obtained here. We note that the dip in the Harvard CMT catalogue solution is shallower than for most of the other solutions (Tables 1 and 3), suggesting that the larger moment may in part arise from the difficulty in resolving the $M_{32}$ and $M_{23}$ components of the moment tensor at long periods for shallow events [18,19]. Experiments in which these components are set to zero, corresponding to a dip of 45°, resulted in a reduction in moment of 15%, to $4.1 \times 10^{18}$ N m (Table 1, G. Ekström, pers. commun.). In addition, the fixed centroid depth of 15 km used in the catalogue CMT solution is significantly deeper than the 4 km centroid depth determined from bodywave modelling and interferometry. If the centroid depth in the CMT inversion is fixed at 7 km in PREM (PREM assumes 3 km of water so this corresponds to a depth of 4 km into the solid earth) then the moment reduces further to $3.3 \times 10^{18}$ N m (Table 1, G. Ekström, pers. commun.), close to the value that we determine from bodywave modelling.

5. Conclusions

Our best-fitting solution to the fringes from SAR interferometry consists of 1.4 m of slip on a fault striking 145° and dipping 49° and coinciding, for most of its length, with the extent of faulting indicated by mapped ground breaks [8]. In order to match the observed broadening of the fringes pattern to the NW (Fig. 3), it is necessary to include additional slip, between depths of 8.2 km and 13.4 km, on a NW prolongation of the fault plane.

The seismic solutions broadly agree, as to the strike and dip of the fault, with the interferometric solution (Tables 1 and 3). With the exception of the solution we present here, however, all the seismic solutions have significantly greater centroid depths than the centroid depth of 4–5 km that is required by the interferometric fringes. In our solution, the SH-data require a centroid depth of 4 km and hence (as discussed above) require a moment significantly greater ($3.1 \pm 0.4 \times 10^{18}$ N m) than those solutions [8,15] that are not constrained by SH-waves.

The moment obtained by Harvard CMT is greater still ($4.7 \times 10^{18}$ N m) than ours, though when that solution is constrained to have a dip of 45° and a depth of 4 km below solid ground (the standard depth of shallow CMT solutions is 15 km), the moment drops to $3.3 \times 10^{18}$ N m (Table 1, G. Ekström,
pers. commun.) in close agreement with the moment we determine from bodywave modelling, but 40% smaller than the geodetic moment \(4.5 \pm 0.1 \times 10^{18} \) N m. Note that, in constraining the rake in our geodetic solution to 270°, we have formed an estimate of the moment that is probably close to a minimum one. Solutions allowing the rake to vary yield moments of up to \(5.4 \times 10^{18} \) N m so there is little doubt that the seismic moment is much less than the geodetic moment. We do not know the reason for the discrepancy in moment estimates. A plausible source of this deformation is aseismic slip on the fault after the earthquake, as observed using GPS measurements after the Northridge and Loma-Prieta earthquakes [37,38], but we cannot test this without further data. It is also worth noting that the magnitude of the moment discrepancy corresponds to the magnitude of the moment on the deeper segment of our model which was not associated with a surface rupture.

A number of previous studies using a variety of geodetic techniques have found geodetic moments significantly larger than seismic moments, e.g. [29,33,40,41], but other studies have produced comparable moment estimates, e.g. [23,42–45]. The data are too few at present to draw any firm conclusions, but if seismology systematically underestimates the moment release associated with earthquakes then estimates of regional strain rate based on seismology, e.g. [13,14], may need revision.
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