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ABSTRACT

The streaming potential is that electrical potential which develops when an ionic fluid flows through the pores of a rock. It is an old concept that is recently being applied in many fields from monitoring water fronts in oil reservoirs to understanding the mechanisms behind synthetic earthquakes. We have carried out fundamental theoretical modeling of the streaming-potential coefficient as a function of pore fluid salinity, pH, and temperature by modifying the HS equation for use with porous rocks and using input parameters from established fundamental theory (the Debye screening length, the Stern-plane potential, the zeta potential, and the surface conductance). The model also requires the density, electrical conductivity, relative electric permittivity and dynamic viscosity of the bulk fluid, for which empirical models are used so that the temperature of the model may be varied. These parameters are then combined with parameters that describe the rock microstructure. The resulting theoretical values have been compared with a compilation of data for siliceous materials comprising 290 streaming-potential coefficient measurements and 269 zeta-potential measurements obtained experimentally for 17 matrix-fluid combinations (e.g., sandstone saturated with KCl), using data from 29 publications. The theoretical model was found to ably describe the main features of the data, whether taken together or on a sample by sample basis. The low-salinity regime was found to be controlled by surface conduction and rock microstructure, and was sensitive to changes in porosity, cementation exponent, formation factor, grain size, pore size and pore throat size as well as specific surface conductivity. The high-salinity regime was found to be subject to a zeta-potential offset that allows the streaming-potential coefficient to remain significant even as the saturation limit is approached.

INTRODUCTION

A fluid flowing through a porous rock moves ions in such a way that an electrical potential difference is created (the streaming potential), and an electrical current flows to restore the balance (the streaming current) (Pride, 1994). If the theory that describes the mechanism were known, it would be possible to calculate the permeability of a rock from an electrical measurement without recourse to empirical data fitting as in Glover et al. (2006). Furthermore, because electrical parameters can be measured remotely by self-potential (Ishido and Mizutani, 1981; Antraygues and Aubert, 1993; Revil et al., 2003) (magneto-)telluric (Svetov et al., 1997; Aizawa et al., 2005; Ingham et al., 2009) and GPR techniques (Dupuis et al., 2007), these data may be used to calculate regional or local fluid flow (Perrier et al., 1999; Sailhac and Marquis, 2001; Trique et al., 2002; Darnet and Marquis, 2004), or even caused by the redox conditions inside the contaminant plume in a groundwater system (Naudet et al., 2004).

Already, self-potential measurements have been used to map (1) the convective flow of fluids around volcanoes using electrokinetic coupling (e.g., Revil et al., 2003; Aizawa et al., 2005), (2) the encroachment of water into a hydrocarbon reservoir (Saunders et al., 2008; Jaafar et al., 2009), and (3) in the characterization of subsurface aquifers (Dupuis and Butler, 2006; Dupuis et al., 2009). The same approach may be used to monitor the depletion of a water-driven reservoir (Fagerlund and Heinson, 2003; Titov et al., 2005; Revil et al., 2003), in geothermal reservoirs (Corwin et al., 1981; Darnet et al., 2004) or the sudden flow of water into a previously dormant but potentially seismically active fault prior to an earthquake (Mizutani et al., 1976; Di Maio and Patella, 1991; Probstein, 2001).
Empirical relationships have been used to allow certain of the model’s input parameters to vary as a function of temperature and fluid salinity instead of using input data from tables; these are the density, electrical conductivity, dynamic viscosity, and relative electric permittivity of the bulk fluid. In parallel with the approach of other researchers, we have initially treated dielectric saturation (Pride and Morgan, 1991) and viscoelastic effects (Lyklem and Overbeek, 1961; Hunter, 1966; Pride and Morgan, 1991) as negligible, and justify the choice in the section below, entitled Theoretical Development.

The fluid conductivity in equation 1 has contributions from the bulk fluid and surface conduction. The latter depends both on the surface conduction and the microstructural properties of the rock (porosity, cementation exponent, grain size, etc.) as discussed in detail in Glover and Déry (2010). Consequently, equation 1 can be rewritten as (Morgan et al., 1989)

\[ C_s = \frac{\Delta V}{\Delta P} = \frac{\varepsilon_r \varepsilon_o \zeta}{\eta_f (\sigma_f + \frac{\pi \Delta P}{\Lambda})} \]  

(2)

where \( \Sigma \) is the specific surface conductance \( (\text{in S}) \) and \( \Lambda \) is a length scale characteristic of the pore microstructure \( (\text{in m}) \) introduced by Johnson et al. (1987). In this paper we follow the approach of Glover and Déry (2010) by substituting the relationship of Revil and Cathless (1999) for the characteristic length scale \( \Lambda = d/(3(F - 1)) \) into equation 2 to obtain an equation for the streaming-potential coefficient in terms of the mean grain diameter and formation factor of the rock giving equation 4 of Glover and Déry (2010),

\[ C_s = \frac{\Delta V}{\Delta P} = \frac{d \varepsilon_r \zeta}{\eta_f (d \sigma_f + 6 \Sigma o (F - 1))} \]  

(3)

where \( d \) is the mean grain diameter \( (\text{in m}) \) and \( F = \phi^{3m} \) is the formation factor of the rock. It is worthwhile noting that we have chosen to work with grain diameter in this modeling. However, other equations in Glover and Déry (2010) allow the modeling to be carried out as a function of pore radius or pore throat radius if one wishes.

The zeta potential and surface conductance have been calculated according to the model of Revil and Glover (1997), Revil et al. (1998) and Revil et al. (1999a). Although the modeling has been carried out as a function of bulk fluid pH, it should be noted that the pH of the solution decreases in the diffuse layer as one approaches the mineral surface. Because the position of the shear plane is very close to the surface (a distance of about 2.4 \( \times \) \( 10^{-10} \) m according to Revil and Glover (1997) [see Figure 8 of that paper and the associated text on page 1771]), it is possible that the zeta potential would be significantly altered by the perturbation of the pH close to the mineral surface. So, there is the question of whether the bulk fluid property is the most appropriate one to use, or whether an adjusted pH value should be used in the calculation of the zeta potential. However, we have no mechanism for making this adjustment because the surface conduction theory of Revil and Glover (1997) and Revil et al. (1999a) only accounts for pH variation in the bulk fluid. We are forced, therefore, to make the unsupported assumption that the second-order pH effects close to the surface including their effect on the zeta potential are negligible for most pore fluid salinities.
This paper has four remaining sections. In the first we review the existing streaming-potential coefficient and zeta-potential data. In the second we describe a theoretical method for calculating the Stern-plane potential, zeta potential, surface conductance, and streaming-potential coefficient of reservoir rocks and other porous media. The third section examines the reasonable ranges of the various model parameters in the light of electrochemical research. The fourth section compares the results of the theoretical model with the experimental data. We originally thought to include a further section which would have examined the sensitivity of the model to changes in each parameter using the fits available from the experimental data as a base case. However, it has become clear that such a combined paper would be extremely large, with an especially large number of figures. Consequently, we will publish the parametric sensitivity analysis in a subsequent communication.

**EXPERIMENTAL DATA**

Figures 1 and 2 show a compilation of streaming-potential coefficient and zeta-potential data based on that made by Vinogradov et al. (2010) that represents the best compilation of such data available in the public domain. This data set includes 290 determinations of streaming-potential coefficient for 10 matrix-fluid combinations from 18 publications, and 269 determinations of zeta potential for 11 matrix-fluid combinations from 16 publications. We consider a matrix-fluid combination to be a generic combination of a mineral or artificial porous substrate saturated with a fluid irrespective of the source of the matrix material or the temperature, pH or salinity of the fluid. Examples of matrix-fluid combinations are (1) basalt and KCl, (2) limestone with NaCl, or (3) quartz glass beads with NaCl. The data in most of the figures in this paper have been classified accordingly to enable the information to be presented in as clear a fashion as possible. Only four samples are named explicitly in the figures (i.e., the St. Bees, Fontainebleau, and Stanton sandstones measured by Vinogradov et al. (2010) and Jaafar et al. (2009)).

**Streaming-potential coefficient**

Figure 1 shows that the streaming-potential data are fairly wide spread especially at low salinity (given that both axes are logarithmic). In addition, there seems to be a tendency for the streaming-potential coupling curves to flatten out at low salinity. This effect is seen best in the Li et al. (1995) data. We hypothesize that the spread in the data at low salinity results from differences in the surface conduction between the samples. Since the surface conduction term in equation 3 is associated with the parameters that control the microstructure of the rock (i.e., cementation exponent, grain size, porosity, formation factor), we expect the low-salinity behavior to be affected by those microstructural parameters. Different rocks, with different microstructures would then have different low-salinity streaming-potential coefficient curves, leading to the observed spread of data in the global data set.

Another possible cause of the spread in Figure 1 is that all the data were not measured with a pore fluid of the same pH, but varied from about pH = 5.5 to pH = 11 (see Table 1). We show later that while variation of the pH in this range is not sufficient to cause all the variability seen in Figure 1, it is sufficient to lead to the variability of approximately one order of magnitude seen in the figure for pore fluid salinities greater than about $10^{-2}$ mol/L. The sensitivity of the streaming-potential coefficient to pH has already been noted by Jouniaux et al. (2000), who took account of both surface conduction and pH to reduce the spread of their measurements.

Figure 1 also shows two curves that are the result of empirical fittings. Pride and Morgan (1991) discovered that the experimental determinations of zeta potential at medium and low salinities available to them were all well described by the relationship 

$$\zeta(mV) = a + b \log(C_f),$$

where the two parameters varied over a small range for the five datasets to which they had access. A relationship of this form is also predicted from the double layer theory described by Revil et al. (1999a). Jaafar et al. (2009) apply this generic relationship to the larger database of zeta-potential measurements to which they had access, and arrived at the empirical relationship 

$$\zeta(mV) = -6.43 + 20.85 \log(C_f).$$

This equation has been used with (1) equation 1 (2) the relative permittivity $\varepsilon_r$ calculated using equation 5 below (3) the dynamic viscosity $\eta_f$ of the pore fluid calculated using equation 6 below, and (4) the pore fluid conductivity $\sigma_f$ calculated using equation 4 below, to calculate the streaming-potential coefficient as a function of pore fluid salinity. The result is shown as the dashed line in Figure 1.

Prior to the work of Vinogradov et al. (2010) and Jaafar et al. (2009) there were two interpretations of this curve at high salinity,
<table>
<thead>
<tr>
<th>Parameter and units</th>
<th>St. Bees 1 sandstone</th>
<th>St. Bees 2 sandstone</th>
<th>Stainton sandstone</th>
<th>Fontainebleau sandstone</th>
<th>Berea sandstone</th>
<th>Sand column</th>
<th>Glassbeads</th>
<th>Crushed basalt</th>
<th>Zeolitised tuffs</th>
<th>Carbonates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid parameters</td>
<td>NaCl</td>
<td>NaCl</td>
<td>NaCl</td>
<td>NaCl</td>
<td>NaCl</td>
<td>NaCl</td>
<td>NaCl</td>
<td>NaCl</td>
<td>NaCl</td>
<td>NaCl</td>
</tr>
<tr>
<td>Experimental pH</td>
<td>6–8</td>
<td>6–8</td>
<td>6–8</td>
<td>5.5–8</td>
<td>5</td>
<td>5.3–5</td>
<td>7.3–8.7</td>
<td>5.5–8</td>
<td>5.6–7</td>
<td>5.5–11</td>
</tr>
<tr>
<td>Experimental $T$ (°C)</td>
<td>25°</td>
<td>25°</td>
<td>25°</td>
<td>23</td>
<td>17–24</td>
<td>23</td>
<td>19.8–25.3</td>
<td>23</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>Fluid salinity range(mol/L)</td>
<td>5.2 × 10$^{-3}$–5.33</td>
<td>5.46 × 10$^{-3}$–5.36</td>
<td>1.39 × 10$^{-3}$–5.74</td>
<td>1.70 × 10$^{-4}$–5.36</td>
<td>4.43 × 10$^{-2}$–7.22 × 10$^{-3}$</td>
<td>7.72 × 10$^{-5}$–1.59 × 10$^{-3}$</td>
<td>4.42 × 10$^{-2}$–7.17 × 10$^{-3}$</td>
<td>7.21 × 10$^{-4}$–2.15 × 10$^{-3}$</td>
<td>4.4 × 10$^{-2}$–7.2 × 10$^{-1}$</td>
<td>1.19 × 10$^{-4}$–8.17 × 10$^{-2}$–4.01 × 10$^{-4}$–7.30 × 10$^{-1}$</td>
</tr>
<tr>
<td>Rock parameters</td>
<td>Grain diameter, $d$ (m)</td>
<td>1.30 × 10$^{-4}$</td>
<td>1.30 × 10$^{-4}$</td>
<td>2.75 × 10$^{-4}$</td>
<td>2.00 × 10$^{-4}$</td>
<td>9.85 × 10$^{-4}$@1.43 × 10$^{-3}@2.26 × 10^{-3}$</td>
<td>2.50 × 10$^{-4}$@5.20 × 10$^{-4}@3.60 × 10^{-4}$</td>
<td>3.00 × 10$^{-4}$</td>
<td>(1.00 × 10$^{-4}$)</td>
<td>3.00 × 10$^{-4}$</td>
</tr>
<tr>
<td>Cementation exponent, $m$ (–)</td>
<td>1.730</td>
<td>1.858</td>
<td>1.849</td>
<td>1.904</td>
<td>1.62</td>
<td>1.67</td>
<td>1.82</td>
<td>2.04</td>
<td>1.67</td>
<td>1.93</td>
</tr>
<tr>
<td>Formation factor, $F$ (–)</td>
<td>17.7</td>
<td>21.9</td>
<td>26.5</td>
<td>158</td>
<td>11.4</td>
<td>19.8</td>
<td>137</td>
<td>91</td>
<td>11.8</td>
<td>21.2</td>
</tr>
<tr>
<td>Porosity, $\phi$ (–)</td>
<td>0.19</td>
<td>0.19</td>
<td>0.17</td>
<td>0.07</td>
<td>0.223</td>
<td>0.168</td>
<td>0.067</td>
<td>0.11</td>
<td>0.229</td>
<td>0.205</td>
</tr>
</tbody>
</table>

**Note:** Multiple entries indicate subsets of data for individual samples. The symbol * stands for nominal laboratory temperature that has been taken to be 25°C. For the limestone rock parameters, we used the mean behavior of the Whistestone and Indiana limestones after Table 1 in Pengra et al. (1999). The symbol @ indicates that the grain size was not given in the original publication but has been calculated from the measured permeability using the model of Glover et al. (2006). The symbol S indicates that a cementation exponent of 2 has been assumed to calculate the porosity from the supplied formation factor. The rock parameters for the zeolitized tuffs are mean values for 14 samples. There were no rock parameters for the crushed basalt samples, the values used were best guesses based on crushed tuff samples from the same authors (values in parentheses).
The first was that there would be positive streaming potentials at \( C_f > 2 \) mol/L. The second was that the equation was not valid at high salinity. Because there were no experimental measurements for \( C_f > 1 \) mol/L, it was not known if either of the two interpretations was correct. Vinogradov et al. (2010) and Jaafar et al. (2009) report high quality streaming-potential coefficient measurements at very high salinity, showing that there were no positive streaming coefficients, and that the Pride and Morgan (1991) equation was not valid at high salinity.

We have carried out an empirical fitting to the measurements as a function of salinity on four sandstone samples that comprise Vinogradov et al. (2010) data, and arrive at \( C_s = -1.039 \times 10^{-8} C^{-0.9574}, R^2 = 0.9829 \), which is shown as the solid line in Figure 1. In addition, recently Allègre et al. (2010) have provided an empirical fit to their data as \( C_s = -1.1 \times 10^{-8} / \sigma_f \). Although our fitting is expressed as a function of salinity and that of Allègre et al. (2010) is in terms of fluid conductivity, they are almost equivalent. This can be shown by setting the two equations equal, giving the approximation \( \sigma_f \approx 10 C_f \), which agrees extremely well with the Sen and Goode (1992a; 1992b) model for fluid conductivity of a NaCl solution as a function of salinity in the ranges \( 10^{-6} < C_f < 1 \) mol/L and \( 15 < T < 25 \) C. This observation implies that the two empirical fits above are almost identical, despite being derived from different datasets; an observation that shows consistency in both sets of experimental measurement.

**Zeta potential**

It should be noted that all of the zeta-potential data used by this paper and gathered by Vinogradov et al. (2010) and Jaafar et al. (2009) and ourselves are calculated from experimental measurements of the streaming-potential coefficient using knowledge of the electrical conductivity, viscosity, and dielectric permittivity of the pore fluid that has been obtained experimentally. Such an approach is problematic because there are fundamental difficulties in knowing the appropriate values of electrical conductivity, viscosity, and electric permittivity of the pore fluid to take. Glover and Déry (2010) discuss the problems associated with surface conduction that leads to streaming-potential coefficients being controlled by the microstructure of the rock. They also discuss the choice of electric permittivity and viscosity. Hence, zeta potentials that are derived from streaming-potential coefficient measurements should always be considered together with the parameters that were used to calculate them.

This paper seeks to calculate the zeta potential and hence the streaming-potential coefficient theoretically. Such an approach has the potential for producing a zeta potential without the difficulties encountered in the experimental approach. Figure 2 shows that the zeta-potential data are also widely spread, but seems to follow the trend that the zeta potential becomes smaller logarithmically, but remains negative as the salinity increases. The work of Jaafar et al. (Vinogradov et al., 2010; Jaafar et al., 2009) seems to indicate that there is a zeta-potential threshold at higher salinities (>0.4 mol/L), which they tentatively ascribe to charge density saturation in the EDL when the Debye screening length is of the same magnitude as the size of a hydrated Na⁺ cation (~4.7 x 10 m) (Jaafar et al., 2009).

We show later from the theoretical model that the zeta potential is independent of rock microstructure and surface conduction. Rather, it depends upon the physical chemistry of the EDL, and in particular on the pH, the surface site density, the binding constant for cation (sodium) adsorption on quartz, and the disassociation constant for dehydrogenization of silanol surface sites. Providing that these parameters are the same for all the data in Figure 2, the observed scatter in the zeta-potential data that is particularly pronounced at low salinity can only be attributed to errors in its derivation. Because the derivation of zeta potential from streaming-potential coefficient measurements requires the accurate measurement of the effective conductivity of the pore fluid (i.e., the bulk pore fluid plus the contribution from the surface conduction), it may be that some of the zeta-potential data have a built in systematic error. However, the apparent threshold in zeta potential cannot be explained by such a systematic error, because any error present would be negligible at high salinity where the apparent threshold occurs.

The most likely cause of the low-salinity spread in the data in Figure 2 is variation in the pH of the pore fluids. Often the pH of the effluent pore fluid was not measured or not reported. It is perfectly possible to have a fluid pH in the range \( pH = 6 \) to \( pH = 8 \). We show later from the theoretical model that variation of pH in this range does have a large effect on the zeta potential, especially at low salinity.

**THEORETICAL DEVELOPMENT**

It is possible to calculate the streaming-potential coefficient of reservoir rocks thanks to theoretical developments that began in 1997 (Revil and Glover, 1997, 1998; Revil et al., 1999a) and have been supplemented and modified until recently (Glover and Déry, 2010; Walker and Glover, 2010). Here we combine them to provide...
a model for calculating the streaming-potential coefficient as a function of 18 fundamental parameters including temperature, pore fluid concentration, and pH, as well as rock parameters such as porosity, grain size, pore size, and formation factor.

Examination of equation 2 shows that to calculate the streaming-potential coefficient we need to obtain (1) the zeta potential, (2) the electrical permittivity of the pore fluid, (3) the viscosity of the pore fluid, (4) the bulk fluid conductivity, (5) the surface conductance, and (6) some measure of the characteristic length scale of the pores as discussed in Walker and Glover (2010). Here we use the grain size and equation 4 in Glover and Dery (2010), but one might equally well use the pore radius or the pore throat radius together with the respective equation in Glover and Dery (2010) instead.

The calculation method follows the following steps:

1) calculation of the pore fluid conductivity as a function of temperature and pore fluid concentration using the empirical model of Sen and Goode (1992a, 1992b)
2) calculation of the pore fluid relative permittivity as a function of temperature and pore fluid concentration using the empirical model of Gary Olhoeft (unpublished note, 1980) (Revil et al., 1999b)
3) calculation of the density of the pore fluid as a function of salinity and temperature
4) calculation of the molality of the pore fluid as a function of salinity and temperature
5) calculation of the pore fluid viscosity as a function of temperature and pore fluid molality using the empirical model of Phillips et al. (1978)
6) definition of the physical chemistry of the double layer
7) calculation or definition of the pH of the solution (please see Appendix A)
8) calculation of the Debye screening length and the shear plane distance (Revil and Glover, 1997, 1998; Revil et al., 1999a)
9) calculation of the Stern-plane potential (Revil and Glover, 1997, 1998; Revil et al., 1999a)
10) calculation of the zeta potential (Revil and Glover, 1997, 1998; Revil et al., 1999a)
11) calculation of the surface conductance (Revil and Glover, 1997, 1998; Revil et al., 1999a)
12) use of one of the forms of the modified Helmholtz-Smoluchowski equation given in Glover and Dery (2010), to finally calculate the streaming-potential coefficient as a function of either (1) grain size, (2) pore size, or (3) pore throat size

There are a large number of input parameters in the model. Not all of them have a large impact upon the final streaming-potential coefficient values, and this will be described in more detail in a further scientific contribution. The input parameters fall into five groups:

1) fundamental constants (e.g., Boltzmann’s constant and Avogadro’s number)
2) environmental conditions (e.g., temperature)
3) fluid parameters (e.g., solute concentration, pH, \( pK_a \), \( pK_1 \) and \( pK_2 \))
4) rock microstructure parameters (e.g., formation factor, cementation exponent, porosity, grain size, etc.)
5) rock-fluid interface parameters, i.e., the electro-chemical parameters associated with surface adsorption reactions (e.g., \( pK_{me} \), \( pK_{s} \))

All of the following modeling has been carried out as a function of pore fluid concentration assuming that the pore fluid is aqueous NaCl and that all changes in pH can be accommodated by the addition of small amounts of HCl or NaOH. Computations were carried out in Microsoft Excel from \( 10^{-2} \) to 10 mol/L, with five points per decade, and in the range \( 4.5 \leq \text{pH} \leq 9 \), where we note that for a silica surface the point of zero charge is about \( \text{pH} \approx 3 \), which is the pH at which the EDL collapses. The methods for calculating the Stern-plane potential and hence zeta potential used in this modeling become only approximately valid at \( \text{pH} \leq 5 \) (Revil et al., 1999a). Modeling has also been carried out as a function of temperature in the range \( 0 \, ^\circ \text{C} \leq T \leq 100 \, ^\circ \text{C} \). Extension beyond this range is only a matter of finding empirical relationships for the density, electrical conductivity, dynamic viscosity, dielectric permittivity and disassociation constant of the bulk fluid which are valid at the higher temperatures and also include pressure. There have been few studies on the effect of temperature upon those parameters entering the HS equation, the most important being those of Reppert and Morgan (2003a, 2003b).

### Pore fluid conductivity

We have used the corrected Sen and Goode (1992a, 1992b) empirical equation to provide the electrical conductivity of the bulk solution (in S/m):

\[
\sigma_f(T, C_f) = (d_1 + d_2 T + d_3 T^2) C_f - \left( \frac{d_4 + d_5 T}{1 + d_6 \sqrt{C_f}} \right) C_f^{1/2}.
\]

(4)

where \( d_1 = 5.6 \) (S/L/m.mol), \( d_2 = 0.27 \) (S/L/m.mol)/°C, \( d_1 = -1.51 \times 10^{-4} \) (S/L/m.mol)/°C², \( d_4 = 2.36 \) (S/m/(mol/L))⁰¹², \( d_5 = 0.099 \) (S/m/(mol/L))⁰¹²/°C, \( d_6 = 0.214 \) ((mol/L))⁰¹², \( T \) is in °C and \( C_f \) is the salinity of the bulk pore fluid (mol/L).

### Pore fluid relative electric permittivity

Most researchers take a value of \( \varepsilon_r = \varepsilon_r \varepsilon_0 = 80 \times 8.854 \times 10^{-12} \) F/m (e.g., Revil et al., 1999a, 1999b), which would correspond approximately to the bulk fluid being an aqueous solution at 25°C. However, we wish to model the streaming-potential coefficient as a function of pore fluid salinity and temperature, both of which affect the value of the relative dielectric permittivity.

Consequently, we have determined the relative permittivity \( \varepsilon_r \) (no units) using Gary Olhoeft’s empirical equation (Olhoeft, unpublished note, 1980) (Revil et al., 1999b):

\[
\varepsilon_r(T, C_f) = a_0 + a_1 T + a_2 T^2 + a_3 T^3 + c_1 C_f + c_2 \varepsilon_r^2 + c_3 C_f^3,
\]

(5)

where \( a_0 = 295.68 \), \( a_1 = -1.2283 \), \( a_2 = -0.03006 \), \( a_3 = -1.41 \times 10^{-6} \), \( c_1 = -13.00 \), \( c_2 = -1.065 \), \( c_3 = -0.27 \). \( T \) is in kelvin and the equation is valid in the range from 273 K to 373 K and \( C_f \) is the salinity of the bulk pore fluid in mol/L. The permittivity \( \varepsilon_r \) decreases in vacuo \( \varepsilon = 8.854 \times 10^{-12} \) F/m (Lide, 2009).

It is debatable whether the value of \( \varepsilon_r \) for the bulk fluid is the most appropriate in this modeling. This is because the value of \( \varepsilon_r \) diminishes within the diffuse layer as one approaches the mineral
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surface (within a few angstroms), taking values as low as five near the Stern plane (Grahame, 1950). It would, perhaps, be more correct to use a smaller value of $\varepsilon_r$ that would take into account the reduction of the permittivity in the diffuse layer, which would give larger values of calculated zeta potential at high salinity, and which seem to be supported by recent experimental determinations (Jaafar et al., 2009). Jaafar et al., found that above 0.4 mol/L (i.e., for Debye lengths less than $4.65 \times 10^{-10}$ m) the zeta potential becomes constant and may even increase slightly; however, they attributed the behavior to surface charge density saturation not to dielectric saturation.

Unfortunately, at present there exists no theoretical model capable of providing us with a more appropriate effective permittivity value because such a value would depend on the microstructure of the rock. We have carried out some rudimentary CRIM (complex refractive index model) based mixing calculations using the method of Iglesias and Peon Fernandez (2001) with a simplified rock microstructure, and the results support the supposition that the dielectric saturation effect is negligible if the entire pore space contributes to the permittivity used by the modified H-S equation. Additionally, both Booth (1951) and Hunter (1966) provide a model of relative permittivity as a function of local field strength that indicates that the dielectric saturation effect is negligible for most bulk electrolyte solutions (Pride and Morgan, 1991), but again, it is assumed that the whole of the pore fluid contributes to the permittivity to be used in the H-S equation.

We may consider that the appropriate permittivity to be used in the H-S equation is that at the shear plane. In which case it would be some exponential mixture of that at the Stern plane, which presumably approaches five after Grahame (1950), and that at the Bjerrum length from the surface, where the fluid ions are more affected by thermal agitation than the presence of the Stern layer, and where the permittivity approaches that given by equation 5. Under this hypothesis, permittivities of the order of 20 or less would be perfectly possible.

Finally, we note that if we replace the relative electric permittivity calculated by equation 5 in the model by the value of five for all salinities, the result is that the streaming-potential coefficient is increased (becomes less negative) by an order of magnitude and zeta potential is decreased (becoming more negative) by approximately 15 mV, which is of the same order of magnitude as the experimental observations of zeta potential at high salinity made by Jaafar et al. (2009). This will be discussed at greater length in Section 5.1.

In this work we have chosen to use the values of fluid permittivity for the bulk fluid (i.e., equation 5) because we considered the solution of the permittivity problem too large to include in this paper. However, we note that often the results of the model give positive zeta potentials at high salinity and low pH that are not reproduced in experimental results. In these cases we have added a constant zeta-potential contribution $\zeta_o$ to that calculated by the model for all salinities. This ad hoc parameter improves the behavior of the model at high-salinity data, and is fully described in Section 5. We expect that this parameter will not be required once the model contains a method for including the appropriate electric permittivity.

Pore fluid viscosity

The dynamic viscosity $\eta_f$ of the pore fluid (in Pa.s) was calculated using the Phillips et al. (1978) empirical equation:

$$\eta_f(T, C_f) = e_1 + e_2 \exp(\alpha_1 T) + e_3 \exp(\alpha_2 C_f^\omega) + e_4 \exp(\alpha_3 T + \alpha_4 C_f^\omega),$$

where $e_1 = 4.95166 \times 10^{-5}$ Pa.s, $e_2 = 6.034658 \times 10^{-4}$ Pa.s, $e_3 = 9.703832 \times 10^{-5}$ Pa.s, $e_4 = 1.025107 \times 10^{-3}$ Pa.s, $\alpha_1 = -0.06653081/°C$, $\alpha_2 = -0.1447269$ molal, $\alpha_3 = -0.02062455/°C$, $\alpha_4 = -0.1301095$ molal. $T$ is in °C and $C_f^\omega$ is the molality of the bulk pore fluid. For weak solutions it is possible to say that $C_f^\omega = C_f$, and consequently, to use salinity in mol/L in place of molality in equation 6. For stronger solutions it is necessary to calculate the density of the pore fluid and convert $C_f$ into $C_f^\omega$ using $C_f^\omega = C_f/(\rho_f - (AC_f/1000))$, where $\rho_f$ is the pore fluid density in g/cm$^3$ and $A$ is the atomic mass of the salt in g/mol (here for NaCl, $A = 58.44$ g/mol). Although the difference is small even at high salinity, we have implemented the conversion in our model for all salinities.

Visco-electric effects have been assumed to be negligible in accordance with the results of Lyklema and Overbeek (1961), Hunter (1966), and the interpretation of Pride and Morgan (1991). The Bjerrum length $\lambda_b$ is the separation at which the electrostatic interaction between two elementary charges is comparable in magnitude to the thermal energy scale. It is given by $\lambda_b = e_2^2/4\pi\varepsilon_r\varepsilon_o k_b T$. For an aqueous solution of NaCl we find that the Bjerrum length remains constant at $\lambda_b = 7.16 \times 10^{-10}$ m for salinities less than about 0.4 mol/L. It increases substantially until it reaches a value of $13.5 \times 10^{-10}$ m at 3.98 mol/L. At length scales larger than $\lambda_b$, fluid ions are more affected by thermal agitation than the presence of the Stern layer. Indeed the local field strength is sufficient to alter the viscosity of the fluid considerably. Figure 3 shows (1) the Bjerrum length $\lambda_b$, (2) the Debye screening length $\chi_D$, (3) the thickness of the EDL, which we take as twice the Debye screening length $2\chi_D$, and (4) the shear plane distance $\chi_s = 2.4 \times 10^{-10}$ m, which has been taken from Revil and Glover (1997) as a function of salinity. It should be noted that the Bjerrum length is greater than the EDL thickness for all salinities greater than about 0.5 mol/L. In other

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Distance of the shear plane ($\chi_s$) from the Stern plane as a dotted line (Revil and Glover, 1997) compared with the Bjerrum length ($\lambda_b$) as a solid line, the Debye screening length ($\chi_D$) as a long dashed line, and the thickness of the diffuse layer (nominally defined as twice the Debye screening length ($2\chi_D$) as a short dashed line, each as a function of pore fluid salinity; $T = 25°C$.}
\end{figure}
words, interionic electrostatic interactions are significant for the entire EDL, including all of its mobile fraction (\( \chi > \chi^* = 2.4 \times 10^{-10} \) m) for salinities greater than 0.5 mol/L, and it is these electrostatic interactions that increase the fluid viscosity in the double layer. However, the viscosity that occurs in the various versions of the Helmholtz-Smoluchowski equation is the bulk fluid viscosity rather than the local viscosity in the EDL. The bulk viscosity is perturbed negligibly by the local viscosity changes in such a thin layer near the mineral surface, which justifies our approach and that of previous authors (e.g., Pride and Morgan, 1991).

Figure 3 also indicates that 2\( \chi^* < \chi_e \) for salinities greater than about 4 mol/L. If the EDL had a well-defined thickness equal to 2\( \chi_e \), it would imply that the streaming-potential coefficient would drop to zero for approximately \( C_f \geq 4 \) mol/L. However, the EDL dies away gradually, which explains why Vinogradov et al. (2010) and Jaafar et al. (2009) were able to make measurements of the streaming-potential coefficient at salinities as high as 5.74 mol/L.

**Physical chemistry of the EDL**

The value of the Stern-plane potential, and hence, the zeta potential depends upon the surface chemistry, which varies from mineral to mineral. We restrict ourselves to a quartz surface in this paper. The discussion of the reactions at a quartz surface in the presence of aqueous fluids has already been well described by many authors (e.g., Iler, 1979; Revil and Glover, 1997, 1998; Revil et al., 1999a) and need not be reproduced in detail here. It is sufficient to say that there are two types of neutral surface group for silica, doubly coordinated siloxal >SiO\(^-\), which can be considered inert, and singly coordinated silanol >SiOH\(^-\), which reacts readily to give >SiOH\(^2+\) when \( p\text{H} < p\text{H}_{\text{pzc}} \), and >SiO\(^-\) when \( p\text{H} > p\text{H}_{\text{pzc}} \) (the symbol > in the chemical formulas represents the silica crystal framework). The symbol \( p\text{H}_{\text{pzc}} \) represents the point of zero charge for the mineral, and is the \( p\text{H} \) at which \( >\text{SiOH}^2+ = >\text{SiO}^- \), where square brackets indicate concentration. For silica \( p\text{H}_{\text{pzc}} \approx 3 \) (Lorne et al., 1999).

Following the approach of Revil et al. (1999a) we use a 1:1 electrolyte with single valency anions and cations in the \( p\text{H} \) range 6–8, where the surface reactions can be written

\[
>\text{SiOH}^\text{K}_{(\text{e})} >\text{SiO}^- + \text{H}^+ \quad (7)
\]

and

\[
>\text{SiOH}^+ + \text{Me}^+ \leftrightarrow >\text{SiOMe}^+ + \text{H}^+ \quad (8)
\]

where the metal cation is \( \text{Me}^+ \), and for most of our modeling it represents Na\(^+\), though it might equally well represent K\(^+\) or some other single valence cation. Note that the positive surface site \( >\text{SiOH}^2+ \) does not occur in equations 7 and 8 because at \( p\text{H} > 6 \) we have assumed that \( >\text{SiOH}^2+ = 0 \). Hence, there result three types of sites, two neutral ones (\( >\text{SiOH}^+ \) and \( >\text{SiOMe}^+ \)) and one negative (\( >\text{SiO}^- \)).

The position of the equilibrium in equation 7 is given by the dissociation constant for dehydrogenization of silanol surface sites \( K_{(\text{e})} \). If \( K_{(\text{e})} \) is large, equation 7 has an equilibrium toward the right, giving very many more \( >\text{SiO}^- \) sites than \( >\text{SiOH}^+ \) sites, and vice versa. The position of the equilibrium in equation 8 is given by the binding constant for cation (sodium) adsorption on quartz \( K_{\text{Me}} \). If \( K_{\text{Me}} \) is large, equation 8 has an equilibrium toward the right, where there are very many more \( >\text{SiOMe}^+ \) sites than \( >\text{SiOH}^+ \) sites, and vice versa. So \( K_{(\text{e})} \) and \( K_{\text{Me}} \) describe the relative concentrations of the three surface sites. They are unitless. The final parameter of interest is the total surface site density \( T^\gamma \) (in m\(^-2\)), which is the sum of the surface site densities for each of the three types of surface site.

**Fluid \( p\text{H} \)**

The fluid \( p\text{H} \) is required to calculate the Stern-plane potential and surface conductance. For an aqueous electrolyte in contact with the atmosphere the \( p\text{H} \) is defined by (1) the disassociation constant of water \( K_w \), which varies with temperature, (2) the reaction of water with carbon dioxide from the atmosphere in a two step process, (3) the addition of acid, and/or (4) the addition of a base.

The value of \( K_w \) varies with temperature. We have obtained an equation by fitting a polynomial to \( K_w \) data obtained from Lide (2009), which is approximately valid in the range 0°C ≤ \( T \) ≤ 100°C:

\[
K_w = 6.9978 \times 10^{-16} + 5.0178 \times 10^{-16} T
- 2.4434 \times 10^{-17} T^2 + 7.1948 \times 10^{-19} T^3. \quad (9)
\]

It is worthwhile noting that this variation implies that the \( p\text{H} \) of pure water is 7.47 at 0°C, about 7 at 25°C and 6.14 at 100°C.

The reaction of water with atmospheric carbon dioxide occurs in two steps:

\[
\text{H}_2\text{O} + \text{CO}_2 \Leftrightarrow \text{HCO}_3^- + \text{H}^+, \quad (10)
\]

and

\[
\text{HCO}_3^- \Leftrightarrow \text{CO}_3^{2-} + \text{H}^+, \quad (11)
\]

We have used equilibrium constants \( K_1 = 10^{-7.55} \) and \( K_2 = 10^{-10.3} \) after Wu et al. (1991) and Revil et al. (1999a). These two constants may depend upon temperature. We have assumed them to be independent of temperature, in the range 15°C to 25°C.

The result of equation 9 and processes 10 and 11 is that pure water in equilibrium with atmospheric carbon dioxide tends to be acidic. However, this initial acidity is reduced substantially when the fluid is equilibrated with the silica of the rock matrix. The process fluid can, of course, take any value of \( p\text{H} \) depending on the addition of an acid or a base (or both).

In this paper, we have assumed that the pore fluid is aqueous NaCl (though the equations would work equally well for other 1:1 electrolytes providing the values of the relevant parameters were changed accordingly). The salinity of the solution is \( C_f \) (in mol/L). We assume that a more acidic \( p\text{H} \) is obtained by adding HCl to the fluid in a concentration equal to \( C_a \) (in mol/L), and a more basic \( p\text{H} \) is obtained by adding NaOH to the fluid in a concentration equal to \( C_b \) (in mol/L). Each addition of acid or base will perturb the concentration of Cl\(^-\) ions and Na\(^+\) ions in the solution, respectively. Acid and base can be added together and their effect on \( p\text{H} \) will balance out; however, an augmentation of the concentration of Cl\(^-\) ions and Na\(^+\) ions in the solution will still occur and this is taken account of in the model by the terms \( 10^{p\text{H} - K_w} \) for hydroxyl ions, \( C_d \) for chloride ions that are added as...
HCl, and \( C_b \) for sodium ions that are added as NaOH. Hence, we need to account for the addition of acid and base to the pore fluid solution to ensure that the ionic fluid concentrations in the model reflect those in a real pore fluid at a given pH.

The pH of the silica-H₂O-CO₂ system is defined by the cubic equation (Revil et al., 1999a)

\[
C^2_{H^+} - \Delta C C^2_{H^+} - (K_\omega + K_1)C_{H^+} - 2K_1K_2 = 0, \quad (12)
\]

where \( \Delta C = C_a - C_b \) and pH = \( -\log_{10}(C^+_{H^+}) \).

There are two ways that we can build the link between acid and base concentrations and pH into our model. The first is to define the pH and then calculate the respective concentrations of acid and base required, which will then give us the augmentation in Cl⁻ and Na⁺ ions in the pore fluid. If this approach is taken, we must assume that either \( C_a \) or \( C_b \) is zero to ensure that the solution of equation 12 is unique. The second approach is to solve equation 12 for given values of \( C_a \) and \( C_b \), and use the pH thus calculated in the model. We have implemented both approaches. The first is more convenient for fitting the model to experimental data where the pH of the pore fluid is known and has been used for the results presented in this paper, whereas the second is more convenient if the composition for the pore fluid is defined, for example, in experiment planning. An analytical solution of equation 12 is given in Appendix A.

**Debye screening length and shear-plane distance**

The Debye screening length is given by

\[
\chi_d = \sqrt{\frac{\epsilon_r \epsilon_0 k_b T}{2000 N e^2 I_f}}, \quad (13)
\]

where

- \( k_b = 1.38 \times 10^{-23} \) (K⁻¹) Boltzmann’s constant
- \( e = 1.602 \times 10^{-19} \) (C) elementary charge
- \( N = 6.022 \times 10^{23} \) Avogadro’s constant
- \( \epsilon_0 = 8.854 \times 10^{-12} \) (F m⁻¹) relative permittivity in vacuo
- \( \epsilon_r \) relative permittivity
- \( I_f \) ionic strength (mol/L)
- \( T \) temperature (K)

The factor of 2000 arises due to the units for ionic strength being here mol/L. This equation is often found cited with a 2 in place of the 2000, in which case the units for \( I_f \) would be mol m⁻³.

The ionic strength is given by

\[
I_f = \frac{1}{2} \sum_i^n Z_i^2 C_i^f. \quad (14)
\]

In this work the acid and alkali contributions are usually small compared with that of the dissolved NaCl. Hence, for the most common scenarios where \( C_f > 10^{-5} \) mol/L and \( 5 < \text{pH} < 9 \), we can say that \( I_f \approx C_f \).

There currently does not exist a method for independently evaluating the shear-plane distance. However, we have used the value obtained by Revil and Glover (1997) when they fitted their model to the data of Scales et al. (1990), which is \( \chi_d = 2.4 \times 10^{-10} \) m.

The value of the Debye screening length generated in this work varied from \( 1.75 \times 10^{-11} \) m to \( 9.68 \times 10^{-8} \) m for \( C_f = 3.98 \) mol/L and \( T = 100^\circ \) and \( C_f = 10^{-5} \) mol/L and \( T = 0^\circ \), respectively, both at pH = 7. The thickness of the diffuse layer may be considered to be approximately twice the Debye length. For \( C_f = 0.4 \) mol/L at pH = 7 and \( T = 25^\circ \) equation 13 gives \( 2\chi_d = 9.31 \times 10^{-10} \). Because \( 2\chi_d > \chi_d \), we can see that a significant amount of the double layer (74.2%) is moved during electrokinetic coupling, and this amount increases swiftly to approach 100% of the double layer for lower pore fluid concentrations. The condition that \( 2\chi_d = \chi_d \) is reached at a concentration of 3.395 mol/L, but streaming potentials are possible at higher salinity because the EDL decays away exponentially so that the arbitrary limit on its size given by \( 2\chi_d \) is not a true reflection on the extent of the EDL. The EDL extends beyond \( 2\chi_d \), but very weakly, and it is this weak portion of the EDL that gives rise to the small streaming-potential coefficients at concentrations greater than 3.395 mol/L.

**Stern-plane potential**

The Stern-plane potential was calculated using the techniques described in Revil and Glover (1997) and in Revil et al. (1999a), and is given by

\[
\psi_d = 2k_b T \frac{2}{3e} \ln \left( \frac{\sqrt{8 \times 10^3 \epsilon_r \epsilon_0 k_b T N(10^{-\text{pH}} + K_{Me} C_f)}}{2e T^2 \sqrt{\frac{K_{Me} C_f(1 + e^{\frac{Z_i}{T}})}}} \right), \quad (15)
\]

where:

- \( k_b = 1.38 \times 10^{-23} \) Boltzmann’s constant
- \( e = 1.602 \times 10^{-19} \) elementary charge
- \( N = 6.022 \times 10^{23} \) Avogadro’s constant
- \( \epsilon_0 = 8.854 \times 10^{-12} \) relative permittivity in vacuo
- \( \epsilon_r \) relative permittivity
- \( I_f \) ionic strength (mol/L)
- \( T \) temperature (K)
- \( Z_i \) valence of the ion
- \( \epsilon_r \) relative permittivity
- \( I_f \) ionic strength (mol/L)
- \( K_{Me} \) binding constant for cation (usually sodium) adsorption on quartz
- \( \text{pH} \) variable

(continued)
While the fundamental constants are known to great accuracy, there is some considerable uncertainty over the exact value of other parameters such as \( K_{Me} \), \( K_{(-)} \), and \( \Gamma_{s} \) as discussed earlier, in Revil et al. (1999a), and in detail in the Model Parameters section below.

The theoretical values of Stern-plane potential arrived at in this work were between \(-181.6 \) mV and \( 15.1 \) mV for \( C_f = 10^{-5} \) mol/L and \( T = 100^\circ \)C, and \( C_f = 3.98 \) mol/L and \( T = 0^\circ \)C, respectively, and both with \( pH = 7 \), \( pK_{Me} = 7.5 \), \( pK_{(-)} = 7 \), and \( \Gamma_{s} = 10 \) sites nm\(^{-3} \).

### Zeta potential

The electrical potential \( \varphi \) in the EDL has, approximately, an exponential distribution given by \( \varphi \approx \varphi_d \exp(-\zeta/\chi) \), where \( \varphi_d \) is the Stern-plane potential (V), \( \chi \) is the Debye screening length (m) and \( \zeta \) is the distance from the mineral surface. It is, in fact, the solution of the linearized approximation of the Poisson-Boltzmann equation for the EDL (equation 35 of Revil and Glover, 1997). The exponential form of equation 16 is often called the Debye-Hückel approximation.

The zeta potential can then be calculated using (Revil and Glover, 1997; 1998; Revil et al., 1999a)

\[
\zeta \approx \varphi_d \exp(-\chi/\chi_d) \tag{16}
\]

where

\[
\varphi_d \approx \text{Stern plane potential (V)} \quad \text{From equation 15}
\]

\[
\chi_d \approx \text{Debye screening length (m)} \quad \text{From equation 13}
\]

\[
\chi \approx 2.4 \times 10^{-10} \quad \text{shear plane distance (m)} \quad \text{Revil and Glover (1997)}
\]

The theoretical values of the zeta potential arrived at in this work were between \(-201 \) mV and zero for \( C_f = 10^{-5} \) mol/L and \( T = 100^\circ \)C, and \( C_f = 3.98 \) mol/L and \( T = 0^\circ \)C, respectively, and both with \( pH = 7 \), \( pK_{Me} = 7.5 \), \( pK_{(-)} = 7 \), and \( \Gamma_{s} = 10 \) sites nm\(^{-3} \).

### Surface conduction

The surface conductance was also calculated using the techniques described in Revil and Glover (1997, 1998) and in Revil et al. (1999a). The surface conductance is given by

\[
\Sigma_s = \Sigma_{EDL} + \Sigma_{Prot} + \Sigma_{Stern}, \tag{17}
\]

where

\[
\Sigma_{Stern} = e\beta \Gamma s K M e C_f \left(10^{\alpha t} + K_m \right) \left(10^{-10} + C_f k_{Me} + C_f k_{(-)} + 10^{-10} + 10^{-10} \right) - \frac{1}{2} \left( k M e C_f \right) \tag{18}
\]

and where

\[
\Sigma_{EDL} = R \left( B_{Na}, C_f + B_{Na}, 10^{-pH} \right) \left( \left( S \left( \frac{10^{-10} + C_f k_{Me} + C_f k_{(-)} + 10^{-10} + 10^{-10} \right)}{20 \Gamma_{s} K_{Me}} \right)^{1/3} - 1 \right) + \left[ B_{Cl}, C_f + B_{OH}, 10^{pH} - \frac{pK_{Me}}{20 \Gamma_{s} K_{Me}} \right] \left( \left( S \left( \frac{10^{-10} + C_f k_{Me} + C_f k_{(-)} + 10^{-10} + 10^{-10} \right)}{20 \Gamma_{s} K_{Me}} \right)^{1/3} - 1 \right). \tag{19}
\]

In equations 19 and 20 \( pH = -\log_{10}(C_{H}^+) \), \( pK_{w} = -\log_{10}(K_{w}) \) and \( K_w \) is the dissociation constant of water that is given by equation 9. The terms \( B_i \) are the equivalent ionic mobilities for each ion, where \( B_i = \beta_i + 2e_i e_s k_B T/\eta_i e Z_i \) and where \( \beta_i \) is the ionic mobility of each ion:

\[
\beta_{Na^+} = 5.20 \times 10^{-8} \quad \text{m}^2\text{s}^{-1}\text{V}^{-1} \quad \text{Crow (1988)}
\]

\[
\beta_{H^+} = 3.63 \times 10^{-2} \quad \text{m}^2\text{s}^{-1}\text{V}^{-1} \quad \text{Crow (1988)}
\]

\[
\beta_{Cl^-} = 7.90 \times 10^{-8} \quad \text{m}^2\text{s}^{-1}\text{V}^{-1} \quad \text{Crow (1988)}
\]

\[
\beta_{OH^-} = 2.05 \times 10^{-7} \quad \text{m}^2\text{s}^{-1}\text{V}^{-1} \quad \text{Crow (1988)}
\]

The ion mobility controls the size of the electro-migration contribution to the diffuse layer conductance, whereas the term \( 2e_i e_s k_B T/\eta_i e Z_i \) term controls the size of the electro-osmotic contribution to the diffuse layer conductance. The equivalent ionic mobilities \( B_i \) thus account for both processes.

Although the contribution from the diffuse layer \( \Sigma_{EDL} \) was shown to be negligible by Revil and Glover (1998) for a small range of parameters, we have implemented it in full in this model to be as complete as possible.

The contribution of the protons (and electrons) is thought to involve conduction along the surface only (O’Konski, 1960) and to be a function of surface site density but not of salinity (Revil and Glover, 1998). Watillon and de Backer (1970) find that the surface conductance for a silica glass capillary full of pure water is \( \Sigma_s = 2.4 \times 10^{-9} \) S. Given that Revil and Glover (1998) find that \( \Gamma_{s} = (1.0 \pm 0.06) \times 10^{19} \) sites/m\(^2\) for the same data, we have assumed linearity and used the following formulation to calculate the proton contribution to the surface conductance:

\[
\Sigma_s = \Sigma_{EDL} + \Sigma_{Prot} + \Sigma_{Stern}, \tag{17}
\]

The ion mobility controls the size of the electro-migration contribution to the diffuse layer conductance, whereas the term \( 2e_i e_s k_B T/\eta_i e Z_i \) term controls the size of the electro-osmotic contribution to the diffuse layer conductance. The equivalent ionic mobilities \( B_i \) thus account for both processes.

Although the contribution from the diffuse layer \( \Sigma_{EDL} \) was shown to be negligible by Revil and Glover (1998) for a small range of parameters, we have implemented it in full in this model to be as complete as possible.

The contribution of the protons (and electrons) is thought to involve conduction along the surface only (O’Konski, 1960) and to be a function of surface site density but not of salinity (Revil and Glover, 1998). Watillon and de Backer (1970) find that the surface conductance for a silica glass capillary full of pure water is \( \Sigma_s = 2.4 \times 10^{-9} \) S. Given that Revil and Glover (1998) find that \( \Gamma_{s} = (1.0 \pm 0.06) \times 10^{19} \) sites/m\(^2\) for the same data, we have assumed linearity and used the following formulation to calculate the proton contribution to the surface conductance:
\[ \Sigma_{prot} = c_{prot} \Gamma_0 = 2.4 \times 10^{-28} \Gamma_0. \] (21)

where \( c_{prot} = 2.4 \times 10^{-28} \) Sm²/site is the proton surface conductance contribution rate. All the other parameters in equations 16 to 20 have already been described except \( \beta_i \), which is the ionic surface mobility (in m²s⁻¹V⁻¹). We have used \( \beta_i = 5 \times 10^{-9} \) m²s⁻¹V⁻¹ from Revil et al. (1998).

The theoretical values of the surface conductance arrived at in this work were between 8.76 \( \times 10^{-9} \) S and 2.64 \( \times 10^{-9} \) S for \( C_f = 3.98 \) mól/L and \( T = 100 \) °C, and \( C_f = 10^{-5} \) mol/L and \( T = 0 \) °C, respectively, and both with \( \rho H = 7 \), \( pK_{me} = 7.5 \), \( pK_\omega = 7 \), and \( \Gamma_0 = 10 \) sites nm⁻³.

### Streaming-potential coefficient

The streaming-potential coefficient has been calculated from the values of the surface site density \( \Sigma_s \), bulk fluid conductivity \( \sigma_f \), pore fluid viscosity \( \eta_f \), and surface conductance \( \Sigma_{prot} \), all calculated previously, together with the grain diameter \( d \), cementation exponent \( m \), and formation factor \( F = \phi^{-m} \), where \( \phi \) is the porosity, using the equation 4 of Glover and Déry (2010).

\[ C_s = \frac{\Delta V}{\Delta P} = \frac{d \epsilon_f \phi}{\eta_f (d \epsilon_f + 6 \Sigma_s (F - 1))}. \] (22)

The grain diameter \( d \), cementation exponent \( m \), formation factor \( F \), and porosity \( \phi \) describe the microstructure of the rock matrix, and all allow the previous modeling to be applied to real geological materials, such as rocks, sands, and soils.

### MODEL PARAMETERS

Although there are 18 independently adjustable parameters in the model, many are either model variables or are fixed by independent measurements. We will discuss the values of each of the main adjustable parameters in turn before describing the modeled curves for the streaming-potential coefficient, zeta potential, and surface conductance in the next section.

Temperature, salinity, and \( \rho H \) are all considered to be model variables. These variables are either fixed, or the model is run as a function of one or more of them.

Grain size, porosity, cementation exponent, and formation factor are all rock-specific microstructural parameters that are fixed by whatever rock sample one wishes to model.

The four effective ionic mobilities in a given aqueous fluid are independently available from electrochemical research (e.g., Crow, 1988). The equilibrium constants \( K_{ Li} = 10^{-7.53} \) and \( K_{ Na} = 10^{-10.5} \) are likewise known from studies made on the silica-H₂O-CO₂ system (e.g., Wu et al., 1991). There is more uncertainty over the value of the six remaining variables; each is discussed at greater length below.

### Surface-site density

The range of this parameter for silica surfaces varies considerably because silica surfaces can exist in a variety of forms. For simply coordinated surface groups on amorphous silica, published values for the surface-site-density values include 4.6 sites nm⁻² (Iler, 1979), five sites nm⁻² (Park and Regalbuto, 1995) and six sites nm⁻² (Kosmulski, 1996). For crystalline silica, Hiemstra and van Riemsdijk (1990) use 9.6 sites nm⁻² for the (001) crystallographic plane and six sites nm⁻² for the (010) crystallographic plane. For crushed quartz, Jørgensen and Jensen (1967) obtain a lower value of 2.6 sites nm⁻², which can be attributed to the crushing process (Revil et al., 1999a), whereas at high \( \rho H \) values and during dissolution, values as high as 25 sites nm⁻² are theoretically possible and confirmed by acid/base titration measurements at high \( \rho H \) values (Tadros and Lykelma, 1969; Yates and Healy, 1976). Revil and Glover (1998) find a value of 10.0 ± 0.6 sites nm⁻² while modeling the data of Watillon and de Backer (1970), which was made using an aqueous KNO₃ electrolyte at \( \rho H = 6.8 \) in a silica glass capillary. Later, Revil et al. (1999a) refined the surface site density to 9.3 sites nm⁻² modeling the same Watillon and de Backer (1970) data, and also state that they consider that the value should generally lie in the range five to 10 sites nm⁻² providing \( \rho H \leq 8 \). We have used a value of 10 sites nm⁻².

We intend to publish a subsequent paper that analyses the sensitivity of the model to this parameter in detail. Briefly, however, the variation of this parameter from 2.5 and 25 sites nm⁻² for a NaCl pore fluid with a \( \rho H \) between 5 and 8, while keeping the other parameters constant (\( pK_{me} = 7.5 \), \( pK_\omega = 7 \), \( pK_{Prot} \omega = 7 \)) has the effect of changing the streaming potential negligibly for \( C_f > 0.01 \) mol/L NaCl, and diminishing it by up to one order of magnitude for \( C_f < 0.01 \) mol/L NaCl, although the strength of the low salinity effect is dependent upon the microstructural properties of the rock (grain size, formation factor, porosity, etc.). The change from 2.5 to 25 sites nm⁻² also has the effect of reducing the sensitivity of the streaming-potential coefficient to \( \rho H \) in the range 5 to 8; at \( \Gamma_0 = 2.5 \) sites nm⁻², there is approximately half an order of magnitude difference between the streaming-potential curve for \( \rho H = 5 \) and those for \( \rho H = 7 \) and \( \rho H = 8 \) (which are very similar), while for 25 sites nm⁻² the difference is about twofold.

### Binding constant for cation adsorption

We have used a value for the binding constant for cation (sodium) adsorption on quartz of \( pK_{me} = 7.5 \). The actual value is not well known, and varies according to which is the dominant cation. For silica we have \( pK_{me}(Li^+) = 7.8 \) and \( pK_{me}(Na^+) = 7.1 \) (Dove and Rimstidt, 1994), \( pK_{me}(Li^+) = 7.7 \), \( pK_{me}(Na^+) = 7.5 \) and \( pK_{me}(Cs^+) = 7.2 \) (Kosmulski, 1996), and \( pK_{me}(Na^+) = 3.25 \) and \( pK_{me}(K^+) = 2.8 \) (Revil et al., 1999a). For muscovite, which shares many of the same surface characteristics as silica, the measured values are \( pK_{me}(Li^+) = 5.5 \), \( pK_{me}(Na^+) = 5.5 \), \( pK_{me}(K^+) = 3.2 \) and \( pK_{me}(Cs^+) = 2.8 \) (Scales et al., 1990).

We also intend to publish a sensitivity analysis to this parameter in a subsequent paper. However, variation of this parameter between 3.25 and 7.5 for a NaCl pore fluid with a \( \rho H \) between 5 and 8 while keeping the other parameters constant (\( \Gamma_0 = 10 \) sites nm⁻², \( pK_\omega = 7.1 \), \( \chi_2 = 2.4 \times 10^{-10} \) m, \( c_{prot} = 2.4 \times 10^{-28} \) Sm²/site, \( \beta_i = 5 \times 10^{-9} \) m²s⁻¹V⁻¹, \( d = 2 \times 10^{-5} \) m, \( m = 1.8 \), \( \phi = 0.2 \)) has little effect for \( C_f < 0.01 \) m NaCl, but seems to have a drastic effect in the range 0.01 > \( C_f > 2 \) mol/L NaCl where positive streaming potentials are predicted as \( pK_{me} \omega = 3.25 \), which is still within the range of values measured by experimentalists. This is clearly an important sensitivity to understand.
Disassociation constant for dehydrogenization

We have used a value for the disassociation constant for dehydrogenization of silanol surface sites of \( pK_{\text{a}} = 7.1 \). Again, the actual value is not well known. However, experimentally we have found \( pK_{\text{a}} = 6.5 \) (Dove and Rimstidt, 1994), \( pK_{\text{a}} = 6.5 \) (Kosmulski, 1996), and \( pK_{\text{a}} = 7.5 \) (Hiemstra and van Riensdijk, 1990), whereas a modeling study predicts that \( pK_{\text{a}} = 8.5 \) (Rustad, 1998), and Revil et al. (1999a) have used 7.4 — 7.5 in their modeling.

A brief sensitivity of the model to this parameter shows that the variation of this parameter from 6.5 to 8.5 for a NaCl pore fluid with a pH between 5 and 8 while keeping the other parameters constant \( (\Phi = 10 \text{ sites nm}^{-2}, \ pK_{\text{me}} = 7.5, \ \chi_{\zeta} = 2.4 \times 10^{-10} \text{ m}, \ \epsilon_{\text{prot}} = 2.4 \times 10^{-28} \text{ Sm}^2/\text{site}, \ \beta_s = 5 \times 10^{-9} \text{ m}^2\text{s}^{-1}\text{V}^{-1}, \ d = 2 \times 10^{-5} \text{ m}, \ m = 1.8, \ \phi = 0.2) \) decreases the streaming-potential coefficient for all salinities except those where \( C_f > 1 \text{ mol L}^{-1} \). The decrease is small for solutions with pH 7 and pH 8, leading to an approximately twofold decrease, but is larger for pH 6 and amounts to more than an order of magnitude for pH 5.

The shear-plane distance

There exists few independent measurements of the shear-plane distance \( \chi_{\zeta} \). Smith (1976) found \( \chi_{\zeta} = 5.0 \times 10^{-10} \text{ m} \), whereas Revil and Glover (1997) used \( \chi_{\zeta} \) as an adjustable parameter in their model to obtain \( \chi_{\zeta} = 2.4 \times 10^{-10} \text{ m} \). A similar fitting procedure was used by Ishido and Mizutani (1981) to obtain \( \chi_{\zeta} = 2.0 \times 10^{-9} \text{ m} \). We have chosen to use \( \chi_{\zeta} = 2.4 \times 10^{-10} \text{ m} \), which corresponds to the shear plane and Stern plane being colocated (i.e., fluid flow transports the entire diffuse layer). Although this is a useful tool to reduce the number of parameters in the model by one, we consider it to be unduly restrictive because the modeled streaming-potential coefficient at high salinity is sensitive to changes in this parameter.

A brief sensitivity of the model to this parameter shows that the augmentation of this parameter between \( 2.4 \times 10^{-11} \text{ m} \) and \( 2.4 \times 10^{-9} \text{ m} \) for a NaCl pore fluid with a pH between 5 and 8 while keeping the other parameters constant \( (\Phi = 10 \text{ sites nm}^{-2}, \ pK_{\text{me}} = 7.5, \ pK_{\text{a}} = 7.1, \ \chi_{\zeta} = 2.4 \times 10^{-10} \text{ m}, \ \beta_s = 5 \times 10^{-9} \text{ m}^2\text{s}^{-1}\text{V}^{-1}, \ d = 2 \times 10^{-5} \text{ m}, \ m = 1.8, \ \phi = 0.2) \) reduces the streaming-potential coefficient curves for all four pH values negligibly for \( \chi_{\zeta} \) changing from \( 2.4 \times 10^{-11} \text{ m} \) and \( 2.4 \times 10^{-10} \text{ m} \), but reduces the streaming potential by half an order of magnitude for all four pH values when augmenting the value further to \( 2.4 \times 10^{-9} \text{ m} \). Interestingly, this last value \( (\chi_{\zeta} = 2.4 \times 10^{-9} \text{ m}) \) provides model curves that are an extremely good fit to the data.

Contributions to surface conduction

The surface conduction has contributions from so-called proton conduction, from the Stern plane and from the diffuse layer. The contributions from the Stern plane and diffuse layers are not input parameters because they are calculated in the model. We have used a value of \( c_{\text{prot}} = 2.4 \times 10^{-28} \text{ Sm}^2/\text{site} \) for the proton surface conduction contribution rate based on experimental determinations using pure water on silica glass at 20°C—25°C by Watillon and de Backer (1970) and then use equation 21 to give a value of \( \Sigma_{\text{prot}} = 2.4 \times 10^{-9} \text{ S} \), which coincides with the value used by Revil et al. (1999a).

A brief sensitivity of the model to this parameter shows that the augmentation of this parameter between \( 2.4 \times 10^{-29} \text{ m} \) and \( 2.4 \times 10^{-27} \text{ m} \) for an NaCl pore fluid with a pH between 6 and 8 while keeping the other parameters constant \( (\Phi = 10 \text{ sites nm}^{-2}, \ pK_{\text{me}} = 7.5, \ pK_{\text{a}} = 7.1, \ \chi_{\zeta} = 2.4 \times 10^{-10} \text{ m}, \ \beta_s = 5 \times 10^{-9} \text{ m}^2\text{s}^{-1}\text{V}^{-1}, \ d = 2 \times 10^{-5} \text{ m}, \ m = 1.8, \ \phi = 0.2) \) has negligible effect upon the streaming potential for fluids with \( C_f > 0.01 \text{ M NaCl, pH 5—8} \). However, there is a significant reduction in the streaming potential for fluids where \( C_f < 0.01 \text{ M NaCl, pH 5—8} \). Hence, the augmentation of this parameter has a similar effect as changes to rock microstructural properties, which enhance the role of surface conduction; both lead to a rock where the streaming-potential coefficient is affected by the surface conduction.

The surface mobility

We set the surface mobility to \( \beta_s = 5 \times 10^{-9} \text{ m}^2\text{s}^{-1}\text{V}^{-1} \), which is between the value of \( 4 \times 10^{-9} \text{ m}^2\text{s}^{-1}\text{V}^{-1} \) used by Revil et al. (1999a) in modeling the data of Watillon and de Backer (1970) and the value of \( 5.14 \times 10^{-9} \text{ m}^2\text{s}^{-1}\text{V}^{-1} \) that Revil and Glover (1998) derived by fitting their theory to shaly sand data. It will be shown in the next paper of the series that the streaming-potential coefficient is extremely insensitive to changes in the surface mobility in this range. Unreasonably high surface mobilities are required (of the order of \( 10^{-5} \text{ m}^2\text{s}^{-1}\text{V}^{-1} \)) before there is a significant effect upon the modeled streaming-potential coefficient. It is also informative to note that these surface mobilities are approximately ten times less than the mobility of \( \text{Na}^+ \) in water \( (\beta_s = 5 \times 10^{-8} \text{ m}^2\text{s}^{-1}\text{V}^{-1}) \) according to Crow (1988) and Waxman and Smits (1968).

**COMPARISON WITH EXPERIMENTAL DATA**

The effect of zeta-potential offset and permittivity

The model has been implemented with the rock and fluid parameter values shown in Table 2. Initially we consider the streaming-potential coefficient and zeta potential generated by the model for three scenarios, which are shown in Figure 4. In each case, the theoretical curves for four pH values from pH 5 to pH 8 are shown together with the database of streaming-potential coefficient and zeta-potential experimental measurements that were collected by or made by Vinogradov et al. (2010) and Jaafar et al. (2009).

The first scenario (Figure 4a and 4b) uses a relative electric permittivity calculated from equation 5 and a zeta potential calculated from equation 16. This scenario represents the use of the theoretical model as described in Section 3. The relative electric permittivity depends upon both temperature and salinity, and for \( T = 25^\circ\text{C} \) varies from 78.235 for \( C_f = 10^{-3} \text{ mol L}^{-1} \) to 24.675 for \( C_f = 10 \text{ mol L}^{-1} \). The modeled zeta potential (Figure 4b) is smaller than the measured values and becomes positive for low pH and at high salinity. This behavior causes the streaming-potential coefficient (Figure 4a) to become positive for pH 5 and pH 6 at high salinity, and ensures that the modeled streaming-potential coefficient is up to one order of magnitude too small for \( C_f > 1 \text{ mol L}^{-1} \) for pH 7 and pH 8.

The second scenario (Figure 4c and 4d) seeks to improve the fit of the model to the experimental data by introducing a constant...
zeta-potential offset $\zeta_o$, where equation 16 is replaced by $\zeta = \varphi_o \exp(-\chi\zeta/F_d) + \zeta_o$, and retaining the variable permittivity calculated with equation 5. The modeled zeta potential (Figure 4d) now agrees well with the measured values over the whole range of salinity, remaining negative throughout. This behavior also causes the streaming-potential coefficient (Figure 4a) to be modeled extremely well for all the pH values used in this work, and particularly well for high salinity ($C_f > 1$ mol/L). While this approach is clearly successful, it represents an ad hoc addition to the model that is not supported theoretically. However, such a parameter has already been discussed in relation to the measurements at high salinity made by Jaafar et al. (2009).

The third scenario (Figure 4e and 4f) arises from the possibility that the electric permittivity calculated with equation 5 might not be the most appropriate. A lower permittivity might be more appropriate, as we have already discussed in Section 3.2. However, the theoretical framework for providing it is not yet in place. Here we have chosen to replace the electric permittivity at all salinity with the value 20. In reality, we would expect the appropriate value of electric permittivity to fall between the value calculated by equation 5 and the value five, which was the lowest value shown by Grahame (1950), and also to vary with salinity. A constant value of 20 has been used here to show the effect of a different electric permittivity within the model as simply as possible. Figure 4f shows the zeta

<table>
<thead>
<tr>
<th>Table 2. The parameter values used in the modeling of the streaming-potential coefficient and zeta potential for the entire data set (Figures 5 and 6).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td><strong>Model variables</strong></td>
</tr>
<tr>
<td>Temperature</td>
</tr>
<tr>
<td>Pore fluid salinity</td>
</tr>
<tr>
<td>Pore fluid pH</td>
</tr>
<tr>
<td><strong>Fundamental constants</strong></td>
</tr>
<tr>
<td>Dielectric permittivity in vacuo</td>
</tr>
<tr>
<td>Boltzmann’s constant</td>
</tr>
<tr>
<td>Charge on an electron</td>
</tr>
<tr>
<td>Avogadro’s number</td>
</tr>
<tr>
<td><strong>Fluid parameters</strong></td>
</tr>
<tr>
<td>Ionic mobility of Na+ in solution</td>
</tr>
<tr>
<td>Ionic mobility of H+ in solution</td>
</tr>
<tr>
<td>Ionic mobility of Cl– in solution</td>
</tr>
<tr>
<td>Ionic mobility of OH– in solution</td>
</tr>
<tr>
<td>Disassociation constant of water</td>
</tr>
<tr>
<td>Equilibrium constant for dissolution of CO2 in water</td>
</tr>
<tr>
<td>Equilibrium constant for formation of the carbonate ion in water</td>
</tr>
<tr>
<td><strong>Rock/fluid interface parameters</strong></td>
</tr>
<tr>
<td>Surface-site density</td>
</tr>
<tr>
<td>Binding constant for cation (sodium) adsorption on quartz</td>
</tr>
<tr>
<td>Disassociation constant for dehydrogenization of silanol</td>
</tr>
<tr>
<td>Shear-plane distance</td>
</tr>
<tr>
<td>Surface conduction (proton)</td>
</tr>
<tr>
<td>Ionic Stern-plane mobility</td>
</tr>
<tr>
<td><strong>Rock parameters</strong></td>
</tr>
<tr>
<td>Grain size (diameter)</td>
</tr>
<tr>
<td>Cementation exponent</td>
</tr>
<tr>
<td>Formation factor</td>
</tr>
<tr>
<td>Porosity</td>
</tr>
</tbody>
</table>
Figure 4. Pairs of modeled streaming-potential coefficient and zeta potential (curves) as a function of pore fluid salinity, for four pH values (pH = 5, 6, 7, and 8), for three scenarios using different values of $\zeta_o$ and $\varepsilon_r$: (a and b) $\zeta_o = 0$ V with $\varepsilon_r$ defined by equation 5, (c and d) $\zeta_o = -0.035$ V with $\varepsilon_r$ defined by equation 5, and (e and f) $\zeta_o = 0$ V with $\varepsilon_r = 20$. In each case, $T = 25^\circ C$, $d = 5 \times 10^{-5}$ m, $\phi = 0.2$, $m = 2$ and $F = 25$. The symbols show the same data set of experimental determinations as in Figure 1 (solid symbols; data from sources [1]–[11] in Figure 1, open symbols from Vinogradov et al. (2010) and Jaafar et al. (2009)). Other model parameters are given in Table 2.
potential with no zeta-potential offset and a constant value of \( \varepsilon_r = 20 \), while Figure 4e shows the modeled coupling coefficients using such a zeta potential. Figure 4e and 4f shows a superficial similarity to the curves produced with the variable electric permittivity. However, the zeta potentials are approximately 15 mV more negative than the variable electric permittivity case, which improves the streaming-potential coefficient model, but not sufficiently to replace the use of a zeta-potential offset.

Hence, while the model is capable of reproducing the aggregated data fairly well, it is clearly very important that the origins of the zeta-potential offset or modifications to the model to make such an offset unnecessary are studied. In the following sections we use a zeta-potential offset where necessary, and calculate the relative electric permittivity with equation 5.

Streaming-potential coefficient

The model has been implemented in two ways. First, with the mean rock and fluid parameter values shown in Table 2. In this case the model curves are compared with all the streaming-potential data in our database of silica-based porous media saturated with aqueous NaCl, which we call the aggregated data set. These results (Figure 5 and Figure 6) are used to describe the general features of the model. Second, the model has been implemented for 12 individual types of porous media from various authors to examine the extent to which the model can reproduce the detailed variability of the experimental measurements. The individual fittings are shown in Figure 7 and their fitting parameters are given in Table 3.

Figure 5. Modeled streaming-potential coefficient (curves) as a function of pore fluid salinity, for four pH values (pH = 5, 6, 7, and 8), for four values of grain size (a) \( 2 \times 10^{-4} \text{ m} \) (b) \( 2 \times 10^{-5} \text{ m} \) (c) \( 2 \times 10^{-6} \text{ m} \) (d) \( 2 \times 10^{-7} \text{ m} \), and for a fixed porosity (\( \phi = 0.19 \)), cementation exponent (\( m = 1.80 \)) and formation factor (\( F = 19.87 \)), which is that of the St. Bees sandstone (see Table 2). The symbols show the same data set as in Figure 1 (solid symbols; data from sources [111-111] in Figure 1, open symbols from Vinogradov et al. (2010) and Jaafar et al. (2009)). Other model parameters are given in Table 2.
Streaming potential coefficient model compared with aggregated data

The results of modeling the aggregated data are shown in Figure 5 and Figure 6 for all the experimental data as a function of pore fluid concentration, for four values of pH (pH = 5, 6, 7 and 8), and as a function of either grain size or formation factor, respectively. The parameters used in the aggregated data fit are shown in Table 2. It is worthwhile noting that only three of these parameters are truly variable (viz., surface site density $\Gamma_0$, the binding constant for cation [sodium] adsorption on quartz $pK_{me}$, and the disassociation constant for dehydrogenization of silanol $pK(\cdot)$). These were varied until the best fit to the data was attained, while respecting constraints imposed by independent measurements the parameters that have already been discussed previously as well as various limitations imposed by the physics of the system. The pH range that we have used here is sufficient to cover the range of pH present in most of the referenced experimental data (see Table 1). A model temperature of 25°C has been used for the modeling of the aggregated data, which represents the experimental conditions of most of the experimental data very well (see Table 1).

Because Figures 5 and 6 compare the modeled streaming-potential coefficient with the whole database, we need to use representative values for the microstructural parameters of the whole data set. We have chosen to use the rock parameters that were measured for the St. Bees sandstone used by Vinogradov et al. (2010). Hence, the fit to the St. Bees sandstone ought to be better than that for the other measurements.

It is clear that the model reproduces the main features of the aggregated data well in both Figure 5 and Figure 6. At high salinity, the fit is good and the model is not sensitive to varying the pH in the range $5 < \text{pH} < 8$. The lack of sensitivity to pH at high salinity is due to the fact that the NaCl concentration is much greater than the other species.

Figure 6. Modeled streaming-potential coefficient (curves) as a function of pore fluid salinity, for four pH values (pH = 5, 6, 7, and 8), and for four values of porosity and formation factor (a) $\phi = 0.02$, $F = 25$ (b) $\phi = 0.10$, $F = 100$ (c) $\phi = 0.20$, $F = 25$ (d) $\phi = 0.40$, $F = 6.25$, each with a fixed cementation exponent $m = 2$ and a fixed grain size $d = 2 \times 10^{-5}$ m. The symbols show the same data set of experimental determinations as in Figure 1 (solid symbols; data from sources [1]–[11] in Figure 1, open symbols from Vinogradov et al. (2010) and Jaafar et al. (2009)). Other model parameters are given in Table 2.
Figure 7. Modeled streaming-potential coefficient (curves) as a function of pore fluid salinity and pH, compared with the individual datasets from our database of experimental streaming-potential coefficient determinations (symbols). All model parameters are shown in Table 3. In this model there are 21 parameters, of which three are model variables (temperature, fluid concentration, and pH), 11 are predefined by the electrochemistry of the fluid and fluid-mineral interface, and four are predefined by the rock microstructure. The model retains only three variable parameters ($\Gamma_{os}$, $pK_{\text{pH}}$, $\zeta_o$), which have only been allowed to vary within the bounds set out in the last section. (a) St. Bees sandstone (Vinogradov et al., 2010), (b) St. Bees sandstone (Vinogradov et al., 2010), (c) Stainton sandstone (Vinogradov et al., 2010), (d) Fontainebleau sandstone (Vinogradov et al., 2010), (e) Fontainebleau sandstone (Pengra et al., 1999), (f) Fontainebleau sandstone (Journiaux and Pozzi, 1997), (g) Berea sandstone (Pengra et al., 1999), (h) Sand column (Guichet et al., 2003), (i) Glass beads (Pengra et al., 1999), (j) Crushed basalt (Revil et al., 2003), (k) Zeolitized tuffs (Revil et al., 2002), (l) Carbonates (Various authors).
Table 3. The parameters used in the modeling of the streaming-potential coefficient for individual samples (Figure 7).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>St. Bees sandstone</th>
<th>Stanton sandstone</th>
<th>Fontainebleau sandstone</th>
<th>Berea sandstone</th>
<th>Sand column</th>
<th>Glass beads</th>
<th>Crushed basalt</th>
<th>Zeolitised tuffs</th>
<th>Carbonates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{on}$</td>
<td>m²/s/V</td>
<td>$5.20 \times 10^{-8}$</td>
<td>$5.20 \times 10^{-8}$</td>
<td>$5.20 \times 10^{-8}$</td>
<td>$5.20 \times 10^{-8}$</td>
<td>$5.20 \times 10^{-8}$</td>
<td>$5.20 \times 10^{-8}$</td>
<td>$5.20 \times 10^{-8}$</td>
<td>$5.20 \times 10^{-8}$</td>
<td>$5.20 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\beta_{in}$</td>
<td>m²/s/V</td>
<td>$3.63 \times 10^{-7}$</td>
<td>$3.63 \times 10^{-7}$</td>
<td>$3.63 \times 10^{-7}$</td>
<td>$3.63 \times 10^{-7}$</td>
<td>$3.63 \times 10^{-7}$</td>
<td>$3.63 \times 10^{-7}$</td>
<td>$3.63 \times 10^{-7}$</td>
<td>$3.63 \times 10^{-7}$</td>
<td>$3.63 \times 10^{-7}$</td>
</tr>
<tr>
<td>$\beta_{st}$</td>
<td>m²/s/V</td>
<td>$7.90 \times 10^{-8}$</td>
<td>$7.90 \times 10^{-8}$</td>
<td>$7.90 \times 10^{-8}$</td>
<td>$7.90 \times 10^{-8}$</td>
<td>$7.90 \times 10^{-8}$</td>
<td>$7.90 \times 10^{-8}$</td>
<td>$7.90 \times 10^{-8}$</td>
<td>$7.90 \times 10^{-8}$</td>
<td>$7.90 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\beta_{int}$</td>
<td>m²/s/V</td>
<td>$2.05 \times 10^{-7}$</td>
<td>$2.05 \times 10^{-7}$</td>
<td>$2.05 \times 10^{-7}$</td>
<td>$2.05 \times 10^{-7}$</td>
<td>$2.05 \times 10^{-7}$</td>
<td>$2.05 \times 10^{-7}$</td>
<td>$2.05 \times 10^{-7}$</td>
<td>$2.05 \times 10^{-7}$</td>
<td>$2.05 \times 10^{-7}$</td>
</tr>
<tr>
<td>$K_e$</td>
<td>(-)</td>
<td>$9.22 \times 10^{-15}$</td>
<td>$9.22 \times 10^{-15}$</td>
<td>$9.22 \times 10^{-15}$</td>
<td>$8.07 \times 10^{-15}$</td>
<td>$8.07 \times 10^{-15}$</td>
<td>$8.07 \times 10^{-15}$</td>
<td>$8.07 \times 10^{-15}$</td>
<td>$8.07 \times 10^{-15}$</td>
<td>$8.07 \times 10^{-15}$</td>
</tr>
<tr>
<td>$pK_1$</td>
<td>(-)</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
</tr>
<tr>
<td>$pK_2$</td>
<td>(-)</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>Interface parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{lam}$</td>
<td>m²/s/V</td>
<td>$5.00 \times 10^{-9}$</td>
<td>$5.00 \times 10^{-9}$</td>
<td>$5.00 \times 10^{-9}$</td>
<td>$5.00 \times 10^{-9}$</td>
<td>$5.00 \times 10^{-9}$</td>
<td>$5.00 \times 10^{-9}$</td>
<td>$5.00 \times 10^{-9}$</td>
<td>$5.00 \times 10^{-9}$</td>
<td>$5.00 \times 10^{-9}$</td>
</tr>
<tr>
<td>$\Gamma_e$</td>
<td>sites/m²</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$\psi_{K_1}$</td>
<td>(-)</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>$\psi_{K_2}$</td>
<td>(-)</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
</tr>
<tr>
<td>$\chi$</td>
<td>m</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
</tr>
<tr>
<td>$\Sigma_{max}$</td>
<td>S</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
<td>$2.40 \times 10^{-10}$</td>
</tr>
<tr>
<td>$\zeta_0$</td>
<td>V</td>
<td>$-0.035$</td>
<td>$-0.035$</td>
<td>$-0.035$</td>
<td>$-0.027$</td>
<td>$-0.020$</td>
<td>$-0.020$</td>
<td>$-0.010$</td>
<td>$-0.010$</td>
<td>$-0.010$</td>
</tr>
<tr>
<td>Rock parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>m</td>
<td>$1.30 \times 10^{-4}$</td>
<td>$1.30 \times 10^{-4}$</td>
<td>$2.75 \times 10^{-4}$</td>
<td>$2.00 \times 10^{-4}$</td>
<td>$1.56 \times 10^{-4}$</td>
<td>$1.25 \times 10^{-4}$</td>
<td>$4.40 \times 10^{-4}$</td>
<td>$3.00 \times 10^{-4}$</td>
<td>$1.00 \times 10^{-4}$</td>
</tr>
<tr>
<td>$m$</td>
<td>(-)</td>
<td>1.730</td>
<td>1.858</td>
<td>1.849</td>
<td>1.904</td>
<td>1.704</td>
<td>2.04</td>
<td>1.80</td>
<td>2.00</td>
<td>1.70</td>
</tr>
<tr>
<td>$F$</td>
<td>(-)</td>
<td>17.69</td>
<td>21.88</td>
<td>26.50</td>
<td>158</td>
<td>24.22</td>
<td>90.27</td>
<td>15.64</td>
<td>22.04</td>
<td>16.68</td>
</tr>
<tr>
<td>$\phi$</td>
<td>(-)</td>
<td>0.19</td>
<td>0.19</td>
<td>0.17</td>
<td>0.07</td>
<td>0.135</td>
<td>0.11</td>
<td>0.217</td>
<td>0.213</td>
<td>0.191</td>
</tr>
<tr>
<td>Model variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH</td>
<td>(-)</td>
<td>5.5, 6.7, 8</td>
<td>5.5, 6.7, 8</td>
<td>5.5, 6.7, 8</td>
<td>6.7, 8, 9</td>
<td>6.7, 8, 9</td>
<td>5.6, 7, 8</td>
<td>6.5, 7, 8, 9</td>
<td>5.5, 6, 7, 8</td>
<td>6.1, 6.5, 7, 8</td>
</tr>
<tr>
<td>$C_f$</td>
<td>mol/L</td>
<td>$10^{-5}$–$10$</td>
<td>$10^{-5}$–$10$</td>
<td>$10^{-5}$–$10$</td>
<td>$10^{-5}$–$10$</td>
<td>$10^{-5}$–$10$</td>
<td>$10^{-5}$–$10$</td>
<td>$10^{-5}$–$10$</td>
<td>$10^{-5}$–$10$</td>
<td>$10^{-5}$–$10$</td>
</tr>
</tbody>
</table>

Note: Where there are multiple entries in Table 1, we have used a mean value for a modeling. The symbol * stands for nominal laboratory temperature which has been taken to be 25°C. For the limestone rock parameters we used the mean behavior of the Whitestone and Indiana limestones after Table 1 in Pengra et al. (1999). The symbol @ indicates that the grain size was not given in the original publication but has been calculated from the measured permeability using the model of Glover et al. (2006). The symbol $\$ indicates that a cementation exponent of 2 has been assumed to calculate the porosity from the supplied formation factor. The rock parameters for the zeolitised tuffs are mean values for 14 samples. There were no rock parameters for the crushed basalt samples, the values used were best guesses based on crushed tuff samples from the same authors (values in parentheses). Carbonate data taken from Pengra et al. (1999), Li et al. (1995), Jouiaux and Pozzi (1995), Revil and Cerepi (2004), and Sprunt et al. (1994).
than the concentration of other ions in solution (i.e., \( C_f \gg C_{\text{aq}} + C_{\text{b}} + C_{\text{H}} + C_{\text{OH}} \)), whereas the quality of the fit is due to the value \( \zeta_a = -0.02 \text{ V} \). At moderate salinity, the model has the same slope as the data, but slightly overestimates the experimental data due to our application of the zeta-potential offset to all salinities. At low salinity, the model is controlled by the rock microstructure as described below.

Figure 5 shows how reducing the grain size from 200 \( \mu \text{m} \) to 0.2 \( \mu \text{m} \) in decade steps reduces the streaming potential at progressively lower fluid concentrations, an effect that we will call flattening at low salinity. This effect has its origin in the value of the surface conductance and its expression via the surface conductance term in equation 22. The flattening of the theoretical curve at low salinity develops when the ratio of bulk pore fluid conductivity to the value of surface conductance is less than a value given by \( \sigma_f / \Sigma_s \leq 6/(F - 1)/d. \) An alternative way of interpreting the data is to say that rocks with small grain sizes have larger internal surface areas and correspondingly greater specific surface conductances than those with larger grain sizes. In these rocks the 6\( \Sigma_s(F - 1) \) term in equation 22 dominates the \( d\sigma_f \) term, and the porous media’s streaming-potential coefficient is controlled by surface conductance. There is clearly no effect at high salinity where the bulk fluid conductivity is always much larger than the specific surface conductance.

The flattening out at low salinity can also be achieved by varying the value of the surface conductance \( \Sigma_s \). In this case a higher surface conductance allows the 6\( \Sigma_s(F - 1) \) term in equation 22 to dominate the \( d\sigma_f \) term leading to theoretical curves that resemble Figure 5d. To change the theoretical curves from those in Figure 5a to those in Figure 4d, while keeping the grain size constant, one needs to increase the surface conductance by about two orders of magnitude.

Figure 6 shows how increasing the formation factor porosity from 6.25 to 2500 also increases the flattening of the theoretical curves at low salinity. In this case the higher formation factors allow the 6\( \Sigma_s(F - 1) \) term in equation 22 to dominate the \( d\sigma_f \) term. Because the formation factor depends on both the porosity and the cementation factor of the porous medium, we can say that the degree to which flattening at low salinity occurs also depends upon porosity and cementation exponent. Indeed the progressive flattening shown in each of the parts of Figure 6, respectively, could be caused by a porosities taking the values \( \phi = 0.4, 0.2, 0.1 \), and 0.02 with a constant cementation exponent of \( m = 2 \), or the cementation exponent taking the values \( m = 1.14, 2, 2.86, \) and 4.86 with a constant porosity of \( \phi = 0.2 \).

The formation factor is simply the inverse of the connectedness (Glover, 2009). Therefore, for highly connected pore structures with low formation factors (which implies larger porosities and/or small cementation exponents) there is little flattening out of the streaming-potential coefficient curve at low salinity because the specific surface conductance is relatively weak compared to the conduction through the bulk fluid. Conversely, for pore structures with low connectedness and high formation factors (implying small porosities and/or higher cementation exponents) flattening is well developed because the specific surface conductance dominates conduction through the rock.

Hence, between them, the surface conductance, grain size, porosity, cementation exponent, and formation factor control the size of the low-salinity streaming-potential coefficient. It is the variability of these parameters in the experimental data set that gives the data set its spread at low salinity.

Clay-rich rocks have (1) grain sizes that are significantly smaller than clean rocks, (2) surface conductances that are significantly greater than clean rocks, and (3) smaller connectednesses (high formation factors and cementation exponents) compared to clean rocks. All three properties ensure that the experimental streaming-potential coefficient data that flatten out at low salinity like those shown in Figures 5d and 6d. Conversely clean rocks have larger grain sizes, smaller surface conductances, and higher connectednesses, where 6\( \Sigma_s(F - 1) \) \( \ll d\sigma_f \), and giving theoretical streaming-potential coefficient curves that do not flatten out at low salinity like those shown in Figures 5a and 6a.

In summary, Figures 5 and 6 show that the theoretical model conforms to the whole data set very well for salinity between 10\( ^{-5} \) and 5 mol/L, pH between 5 and 8 for an experimental temperature of 25°C. The model parameters (shown in Table 2) all lie within the reasonable bounds defined by the samples themselves or the bounds of experimental measurements by other studies as described in the section above, entitled Model Parameters.

### Streaming-potential coefficient model compared with individual data

Although it is useful to see whether the model can fit the database of measurements as a whole, if the model works well, better fits should be possible for specific measurement sets (i.e., measurements that were made on the same rock sample or rock type under the same conditions). We have carried out the procedure of running the model for particular types of porous media where high quality streaming-potential coefficient measurements are available. This has been carried out for 12 sample types as a function of pore fluid concentration and for four or five values of \( \text{pH} \) in the range 5 < \( \text{pH} < 9 \), which includes the range of \( \text{pH} \) encountered in the experimental data. Figure 7 shows the modeled curves compared with the experimental data, and Table 3 shows the model parameters that were used in each case.

Once again the model performs very well, and in some cases conforms to the fine structure of the data in a manner that was not possible with the aggregated data. A good example of this is the fit to the Fontainebleau sandstone data measured by Vinogradov et al. (2010) (Figure 7d). Here the dip in the streaming-potential coefficient at about 0.5 mol/L is followed extremely well by the theoretical model. Similar behavior is captured by the model for both of the St. Bees sandstones and the Stainton sandstones (Figure 7a, 7b, and 7c). It is also interesting to note that the values of surface site density \( \Gamma_s = 10 \text{ sites/nm}^2 \), \( \text{pK}_{\text{ffe}} = 7.5 \), \( \text{pK}_{\text{f}} = 8.5 \), \( \chi = 2.4 \times 10^{-10} \) and \( \Sigma_s = 2.4 \times 10^{-5} \) are constant throughout all samples except one, indicating that the variability between the models is mainly controlled by the microstructural properties of the samples (porosity, cementation exponent and grain size), which are fixed by independent measurements available in the source literature.

The streaming-potential-coefficient behavior (on a double logarithmic scale) can be split into three parts: (1) an asymptote toward zero at high salinity, (2) a central linear portion, and (3) a flattening of the curve at low salinity. We discuss each of these regimes separately below.

Although only one source (Vinogradov et al., 2010; Jaafar et al., 2009) has published high salinity (\( C_f \geq 1 \text{ mol/L} \)) streaming-potential coefficient data, it did provide data on four samples of...
three different rock types and for 22 different salinities. All of these data show a continuation of the decrease of streaming-potential coefficient with salinity on a log-log scale reaching values of about $10^{-10}$ V Pa$^{-1}$ at the saturation limit (6.34 mol/L). The model predicts that the streaming-potential coefficient follows the experimental data very well, also reaching values of about $10^{-10}$ V Pa$^{-1}$ at the saturation limit, but only when we set the zeta-potential offset to $-0. V$ (Figure 6a, 6b, 6c, and 6d).

At low salinity there is a greater variability in the streaming-potential coefficient measurements as we have discussed previously. Figures 5 and 6 has already shown that all of these behaviors can be reproduced by the theoretical model by varying any combination of the grain size, the formation factor, or the surface conductance. Figure 7 shows that the low salinity behavior for individual rock types is reproduced well by the model for most of the rock types. There are three samples of carbonates that do not conform to the model, which represent three deformation states of one sample of limestone from Jouniaux and Pozzi (1995b). If the model is rerun with sample-specific parameters taken directly from Jouniaux and Pozzi (1995b) or calculated from parameters in that paper using the technique of Glover et al. (2006) (i.e., $\phi = 0.37$, $m = 1.21$, $F = 3.3$, and $d = 9.48 \mu m$), the curves still do not fit the data. However, perhaps it is hardly surprising because the model is specific to silica-based mineralogies and is being applied to carbonates here.

The zeta-potential behavior

Once again the model has been implemented in two ways. First, with the mean rock and fluid parameter values shown in Table 2, in which case the model curves are compared with the aggregated zeta-potential data for silica-based porous media and a solution of NaCl (Figure 8). Second, the model has been implemented for 10 individual types of porous media from various authors to examine to what extent the model can reproduce the detailed variability of the experimental measurements. The individual fittings are shown in Figure 9 and their fitting parameters are given in Table 4.

Zeta-potential model compared with aggregated data

Calculation of the zeta potential is a part of the process of calculating the streaming-potential coefficient that uses a reduced set of modeling parameters. As far as this model is concerned, the zeta potential is not affected by the microstructural properties of the rock. That is to say, the model treats the zeta potential as the property of the rock-fluid interface and assumes that any changes to the rock microstructure do not appreciably change the zeta potential of the rock. This assumption is reasonable providing the flow through the rock occurs at sufficiently low Reynolds numbers that the position of the shear plane is not affected by turbulent flow caused by a combination of a tortuous pore network and a high flow rate.

Figure 8 shows that the curves for the theoretically modeled zeta potential vary considerably and are highly sensitive to changes in pH. The overall trend for all the pH values modeled here, is for the negative zeta potential to decrease exponentially with increasing pore fluid concentration until the imposed zeta-potential offset value (here $\zeta_o = -0.035 \text{ V}$). This behavior is in agreement with the general trend in the experimentally derived zeta-potential values from the aggregated database (symbols). For pH less than about pH 6, the exponential decrease with increasing salinity stops at about 0.01 mol/L and is replaced by zeta potentials that increase (become more negative) until the highest saturations are reached. This behavior results in a minimum in the zeta-potential curve between 0.01 and 0.1 mol/L. Such minimums in the zeta-potential behavior at high salinity have also been observed in zeta potentials derived from experimental measurements, notably by Vinogradov et al. (2010) and Jaafar et al. (2009) and apparent in Figure 8 as the data shown with gray symbols. The higher pH values also have a flattening of their curves at very low salinity, such as in the curve for pH 4.5. This behavior has also been observed in zeta potentials derived from experimental measurements; the experimental data which agree well with the theoretical curve for pH 4.5 in Figure 8 is that from Lorne et al. (1999).

Zeta-potential model compared with individual data

Figure 9 shows modeling of the zeta potential for ten individual measurements: (1) St. Bees sandstone 1 (NaCl, pH 6–8, Vinogradov et al., 2010), (2) St. Bees sandstone 2 (NaCl, pH 6–8, Vinogradov et al., 2010), (3) Stainton sandstone (NaCl, pH 6–8, Vinogradov et al., 2010), (4) Fontainebleau sandstone (NaCl, pH 6–8, Vinogradov et al., 2010), (5) glass beads (NaCl, pH 5.6–5.9, Bolève et al., 2007), (6) silica beads (NaCl, pH 7, Gaudin and Fuerstenau, 1955), (7) silica beads (NaCl, pH 2–10, Li and de Bruyn, 1966), (8) silica beads (NaCl, pH 7, Kirby and Hasselbrink, 2004), (9) quartz, vitreous silica, high silica glass and borosilicate glass (NaCl, pH 5–6, Jednak and Pravdic, 1974), and (10) sandstone (KCl, pH 6–7, Alkaefect and Alajmi, 2006). In each case,
Figure 9. Modeled zeta potential (curves) as a function of pore fluid salinity and pH, compared with the individual datasets from our database of experimental streaming-potential coefficient determinations (symbols). All model parameters are shown in Table 4. In this model there are 17 parameters, of which three are model variables (temperature, fluid concentration and pH), and 11 are predefined by the electrochemistry of the fluid and fluid-mineral interface. There are no rock parameters because there is no influence from the rock microstructure. The model retains only three variable parameters ($\Gamma_0$, $pK_{\text{sc}}$, $\zeta_0$), which have only been allowed to vary within the bounds as in Figure 7. (a) St. Bees sandstone (Vinogradov et al., 2010), (b) St. Bees sandstone (Vinogradov et al., 2010), (c) Staington sandstone (Vinogradov et al., 2010), (d) Fontainebleau sandstone (Vinogradov et al., 2010), (e) glass beads (Boîve et al., 2007), (f) silica (Gaudin and Fuerstenau, 1955), (g) silica (Li and de Bruyn et al., 1966), (h) silica (Kirby and Hasselbrink, 2004), (i) silica (Jednacak and Pravdic, 1974), (j) sandstone with KCl (Alkafeef and Alajmi, 2006).
Table 4. The parameters used in the modeling of the zeta potential for individual samples (Figure 9).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>St. Bees sandstone</th>
<th>Stainton sandstone</th>
<th>Fontainebleau sandstone</th>
<th>Glass beads</th>
<th>Silica</th>
<th>Sandstone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part of Fig. 8</td>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(d)</td>
<td>(e)</td>
<td>(f)</td>
</tr>
<tr>
<td>Fluid parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{\rho}_{\text{nat}}$</td>
<td>m$^2$/s/V</td>
<td>5.20 x 10^{-8}</td>
<td>5.20 x 10^{-8}</td>
<td>5.20 x 10^{-8}</td>
<td>5.20 x 10^{-8}</td>
<td>5.20 x 10^{-8}</td>
<td>5.20 x 10^{-8}</td>
</tr>
<tr>
<td>$\beta_{\text{H}}$</td>
<td>m$^2$/s/V</td>
<td>3.63 x 10^{-7}</td>
<td>3.63 x 10^{-7}</td>
<td>3.63 x 10^{-7}</td>
<td>3.63 x 10^{-7}</td>
<td>3.63 x 10^{-7}</td>
<td>3.63 x 10^{-7}</td>
</tr>
<tr>
<td>$\beta_{\text{Cl}^-}$</td>
<td>m$^2$/s/V</td>
<td>7.90 x 10^{-8}</td>
<td>7.90 x 10^{-8}</td>
<td>7.90 x 10^{-8}</td>
<td>7.90 x 10^{-8}</td>
<td>7.90 x 10^{-8}</td>
<td>7.90 x 10^{-8}</td>
</tr>
<tr>
<td>$\beta_{\text{OH}^-}$</td>
<td>m$^2$/s/V</td>
<td>2.05 x 10^{-7}</td>
<td>2.05 x 10^{-7}</td>
<td>2.05 x 10^{-7}</td>
<td>2.05 x 10^{-7}</td>
<td>2.05 x 10^{-7}</td>
<td>2.05 x 10^{-7}</td>
</tr>
<tr>
<td>$K_0$</td>
<td>m$^{-1}$</td>
<td>9.22 x 10^{-15}</td>
<td>9.22 x 10^{-15}</td>
<td>9.22 x 10^{-15}</td>
<td>8.07 x 10^{-15}</td>
<td>6.92 x 10^{-15}</td>
<td>8.07 x 10^{-15}</td>
</tr>
<tr>
<td>$pK_1$</td>
<td></td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
<td>7.53</td>
</tr>
<tr>
<td>$pK_2$</td>
<td></td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>pH</td>
<td></td>
<td>6–8</td>
<td>6–8</td>
<td>6–8</td>
<td>6–8</td>
<td>6–8</td>
<td>5.6–5.9</td>
</tr>
<tr>
<td>Interface parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{\rho}_{\text{ion}}$</td>
<td>m$^2$/s/V</td>
<td>5.00 x 10^{-9}</td>
<td>5.00 x 10^{-9}</td>
<td>5.00 x 10^{-9}</td>
<td>5.00 x 10^{-9}</td>
<td>5.00 x 10^{-9}</td>
<td>5.00 x 10^{-9}</td>
</tr>
<tr>
<td>$\Gamma_0$</td>
<td>sites/nm$^2$</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$pK_{\text{mix}}$</td>
<td></td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>$pK_{\text{int}}$</td>
<td></td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>8.0</td>
</tr>
<tr>
<td>$\chi_c$</td>
<td>m$^{-1}$</td>
<td>2.40 x 10^{-10}</td>
<td>2.40 x 10^{-10}</td>
<td>2.40 x 10^{-10}</td>
<td>2.40 x 10^{-10}</td>
<td>2.40 x 10^{-10}</td>
<td>2.40 x 10^{-10}</td>
</tr>
<tr>
<td>$\Sigma_{\text{mix}}$</td>
<td>S</td>
<td>2.40 x 10^{-9}</td>
<td>2.40 x 10^{-9}</td>
<td>2.40 x 10^{-9}</td>
<td>2.40 x 10^{-9}</td>
<td>2.40 x 10^{-9}</td>
<td>2.40 x 10^{-9}</td>
</tr>
<tr>
<td>$\zeta_0$</td>
<td>V</td>
<td>-0.035</td>
<td>-0.035</td>
<td>-0.035</td>
<td>-0.027</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: The symbol * stands for nominal laboratory temperature which has been taken to be 25°C. Please note that in all cases the pore fluid is NaCl except for the measurements on sandstone by Alkafeef and Alajmi (2006), which used KCl, and for which the appropriate value of $pK_{\text{mix}}$ has been used.
modeling has been carried out as a function of pore fluid salinity and pH. The actual experimental temperature has been used for the modeling of the individual data sets, and we have attempted to provide theoretical curves for all the experimental range of pH quoted by the authors of the experimental works. However this has not been possible for pH less than pH 4.5, for which certain fundamental assumptions that contribute to our theoretical model break down. The model parameters for the individual parts of Figure 9 are shown in Table 4. It should be noted that the pore fluid is NaCl in all cases except that given in Figure 9j, for which KCl was used.

All the individual fits show an exponential decrease in the zeta potential with salinity in the range $10^{-5}$ to 0.1 mol/L, which is well followed by the model presented in this paper. The gradient of this decrease varies little and seems to be controlled in part by the value of $pK_{Me}$. It is interesting to note that Figure 9a–9i, uses a constant value of $pK_{Me} = 8.5$, which is within the experimental range measured by other authors (see Section 4.2). However, the data in Figure 9j are for sandstone saturated with KCl (Alkafeef and Alajmi, 2006), and follow a significantly steeper gradient than the other parts of the figure. Nevertheless, these data can be fitted well by the model if we set $pK_{Me} = 3.2$, which is the experimental value found for a silica surface in equilibrium with a solution of KCl by Scales et al. (1990). Hence, the value of $pK_{Me}$ seems to control the rate with which the zeta potential diminishes as salinity increases.

The first four parts of Figure 9 contain data that were measured with NaCl solutions of very high salinity by Vinogradov et al. (2010) and Jaafar et al. (2009). Their data show that for $C_f > 0.1$ mol/L, the decrease in zeta potential with increasing salinity does not continue. Instead, the zeta potential seems to reverse direction and increase slightly, causing a shallow minimum in the zeta-potential curve at about 0.3 mol/L. It is interesting to note that this behavior can also be followed by our model providing we set pH = 6 for the samples shown in Figure 9a, 9b, and 9c, and pH = 8 for the Fontainebleau sandstone data shown in Figure 9d, and we include a nonzero zeta-potential offset. These pH values may be consistent with comments in Vinogradov et al. (2010), which state that the pH in their measurements varied between pH 6 and pH 8. However, Vinogradov et al. (2010) are not specific about which pH refers to which samples and which salinities. Overall, it is clear that the zeta potential is so sensitive to pH that experimentalists must seek to measure the pH of their process fluids immediately that they exit the sample, and then to report the pH together with each measurement of streaming-potential coefficient or zeta potential.

**Zeta-potential dependence on rock microstructure**

It should be noted that it is generally considered that there is no dependence of the zeta potential on the microstructural properties of the rock at low salinity, unlike for the streaming-potential coefficient because the zeta potential is not affected by changes in the surface conductance of the rock. However, there is a theoretical possibility that the zeta potential may be affected by the rock microstructure at extremely low salinity. If we remember that the zeta potential is the electrical potential on the shear plane, and that the thickness of the double layer increases as the pore fluid salinity decreases, it becomes apparent that at low salinity a perturbation of the position of the shear plane (i.e., increasing $z_C$) by fast moving fluid flow caused by constrictions in the pore microstructure would give rise to a nonnegligible reduction in the potential at the shear plane. Whether such a local effect would be measurable is debatable, and there are no experimental indications that are consistent with such behavior. If such an effect were to be observable, there would be a similar reduction in zeta potential upon increasing the flow rate in a porous medium. Data to test this are difficult to obtain. The effect is not seen in the data of Glover and Déry (2010). It is worth noting that this effect is different from that discussed by Crespy et al. (2007), where the change in apparent zeta potential with flow rate is caused by an oversimplified method for calculating the zeta potential from experimental data.

**Use of the model with clay-rich rocks**

This work has not explicitly considered clay-rich rocks for two reasons. First, some of the equations used in the model have been developed specifically for a silica surface. Second, the database with which the model has been compared is for various silica-based mineralogies. However, many parts of the model are compatible with rocks that contain clay minerals.

There are at least two ways in which the presence of clays would affect the modeling. First, due to surface complexation reactions; clay minerals undergo different surface complexation reactions than silica (e.g., Revil and Leroy, 2001), which lead to zeta potentials for kaolinite, for example, in the range $-15$ mV to $-30$ mV for $5 <$ pH $< 8$ and $C_f = 2 \times 10^{-3}$ mol/L (Revil and Leroy, 2001). By contrast, values in the range $-40$ mV to $-160$ mV are representative of silica in the same range of pH and $C_f$. The lower zeta potentials generated by clays leads to a decrease in the modeled streaming-potential coefficient by a factor of about three for all salinities.

This model can be converted for use with clay-rich rocks by incorporating the techniques given in Revil and Leroy (2001) to provide a more appropriate zeta potential. A quick and dirty approximation would be to divide the zeta potential calculated with this model by up to five depending on the volume of clay present and the manner of its distribution (i.e., if the clays coat the silica grains they will have a larger effect than if distributed uniformly across the grain surfaces).
though the matrix). This reduced zeta potential could then be used to calculate the streaming-potential coefficient in the normal way.

The second way that clays affect the streaming-potential coefficient relates to their microstructure. We have already seen in Section 5.2.1 that clay-rich rocks have grain sizes that are significantly smaller, surface conductances that are significantly greater, and connectednesses that are much smaller than clean rocks. These three differences all lead to a flattening out of the streaming-potential coefficient values at low salinity. These effects are already built into our model, and are significant at low salinity, leading to variations of up to four orders of magnitude at \( C_f = 10^{-4} \text{ mol/L} \), but are negligible for \( C_f > 1 \text{ mol/L} \).

Figure 10 shows the effect of the presence of clays on the streaming-potential coefficient in a schematic way. Each of the shaded regions shows the approximate values of streaming-potential-coupling coefficient as a function of pore fluid concentration within the range \( 5 < \text{pH} < 9 \). It should be noted that there is a significant overlap between the regions especially at high salinity where the effect of the clays upon the overall streaming-potential coefficient is negligible. The five factors with arrows on the left hand side show how the streaming potential of a given rock would change if that parameter were to vary.

**CONCLUSIONS**

We have described a theoretical method for calculating the Stern-plane potential, zeta potential, surface conductance and streaming-potential coefficient of reservoir rocks and other porous media and compared it to an experimental data set of 290 streaming-potential-coefficient measurements and 269 zeta-potential measurements obtained experimentally for 17 matrix-fluid combinations (e.g., sandstone saturated with KCl) and using data from 29 publications.

The comparison shows that the theoretical model fits the experimental data well for reasonable values of its input parameters that are supported by independent measurements or theory. In addition, the model can reproduce variations in the data at low salinity that are associated with the development of surface conduction. Consequently, the low salinity behavior of the streaming-potential coefficient is sensitive to changes in the microstructure of the rock, particularly the grain size, cementation exponent, formation factor and porosity.

The basic theoretical model predicts zeta potentials and streaming-potential coefficients that can become positive at high salinity for some values of pH and \( pK_{(\text{Me})} \). The experimental data show no positive values, with the zeta potential either becoming constant at about \(-20 \text{ mV}\) or becoming slightly more negative after a maximum at about \(0.3 \text{ mol/L} \), and the streaming-potential coefficient continuing to become less negative, but remaining negative. This effect has been attributed to diffuse layer charge density saturation when the diffuse layer thickness approaches the diameter of the counterions. We have implemented a zeta-potential offset to the model, which has allowed the high salinity measurements to be incorporated within the model heuristically, and has enabled the model to reproduce the streaming-potential coefficient and zeta-potential measurements at high salinity. It should be noted that the physics that underlies the need for such an ad hoc parameter needs to be understood as soon as possible, and would represent the best improvement to the model as it stands. One possibility is that a part of the zeta-potential offset is due to us not using the most appropriate electric permittivity values in the model.

However, more research needs to be carried out to understand how to obtain a more appropriate value for this parameter.

The model shows that the streaming-potential coefficient is sensitive to changes in the electrochemical parameters that describe the rock/fluid interface, such as \( \Gamma_\text{p} \), \( pK_{(\text{Me})} \) and \( pK_{(\text{Me})} \), and to a lesser extent \( \Gamma_\text{s} \) at high salinity. Surface conductance parameters only have an effect at low salinity, and combine with the parameters that describe the rock microstructure (grain size, porosity, cementation exponent and formation factor) to control the flattening in the streaming-potential coefficient curve at low salinity, while having no effect at high salinity.

The model is extremely sensitive to the pH of the pore fluid, and hence we recommend that experimentalists ensure that the pH of their pore fluids are measured continually as they exit the sample during measurements, and that the pH is always quoted together with the electrical conductivity of the sample, the streaming-potential coefficient and the derived zeta potential.

Clearly, further work should be carried out to improve the fit of the theoretical model for the streaming-potential coefficient to the measured data. However, the present model seems to be a good beginning because no theoretical model previously existed. Improved experimental values for the electrochemical parameters would ensure that the model can be used with more confidence, while increased database of streaming-potential coefficient and zeta-potential measurements as a function of pH, salinity, and temperature would allow the model to be fitted to data with well-defined input parameters.
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**APPENDIX A**

**SOLUTION OF THE pH EQUATION**

The cubic pH equation given as equation 12 can be solved using the Tartaglia-Cardano approach (Cardano, 1545). A general cubic equation can be written as

\[
x^3 + c_1 x^2 + c_2 x + c_3 = 0. \tag{A-1}
\]

The quadratic term in \( A-2 \) can be eliminated by letting

\[
x = y - \frac{c_1}{3} , \quad A = \frac{(3c_2 - c_1^2)}{3} , \tag{A-2}
\]

\[
B = \frac{(2c_1^3 - 9c_1c_2 + 27c_3)}{27} ,
\]

which gives

\[
y^3 + Ay^2 + B = 0. \tag{A-3}
\]

The solution to equation \( A-3 \) then depends upon the sign of the discriminant \( D \), where

\[
D = A^2 - 4B .
\]
\[ D = \frac{A^3}{27} + \frac{B^2}{4}. \quad \text{(A-4)} \]

For \( D > 0 \), equation A-3 has one real root and two imaginary roots, which are given by

\[ y_1 = \left( -\frac{B}{2} + \sqrt{D} \right)^{1/3} + \left( -\frac{B}{2} - \sqrt{D} \right)^{1/3}, \quad \text{(A-5)} \]

\[ y_2 = -\frac{1}{2} \left( \left( -\frac{B}{2} + \sqrt{D} \right)^{1/3} + \left( -\frac{B}{2} - \sqrt{D} \right)^{1/3} \right) \]
\[ + \frac{3i}{2} \left( \left( -\frac{B}{2} + \sqrt{D} \right)^{1/3} - \left( -\frac{B}{2} - \sqrt{D} \right)^{1/3} \right). \quad \text{(A-6)} \]

\[ y_3 = -\frac{1}{2} \left( \left( -\frac{B}{2} + \sqrt{D} \right)^{1/3} + \left( -\frac{B}{2} - \sqrt{D} \right)^{1/3} \right) \]
\[ - \frac{3i}{2} \left( \left( -\frac{B}{2} + \sqrt{D} \right)^{1/3} - \left( -\frac{B}{2} - \sqrt{D} \right)^{1/3} \right). \quad \text{(A-7)} \]

For \( D = 0 \), there are three real roots and at least two are equal. Because both \( A \) and \( B \) can be positive as well as negative, \( D \) can become zero either by \( A \) and \( B \) simultaneously becoming zero, or when \( A^3/27 = B^2/4 \). When \( A \) and \( B \) are both zero, there are three equal roots. The three real roots are given by

\[ y_1 = \left( -\frac{B}{2} + \sqrt{D} \right)^{1/3} + \left( -\frac{B}{2} - \sqrt{D} \right)^{1/3}. \quad \text{(A-8)} \]

\[ y_2 = y_3 = -\frac{1}{2} \left( \left( -\frac{B}{2} + \sqrt{D} \right)^{1/3} + \left( -\frac{B}{2} - \sqrt{D} \right)^{1/3} \right). \quad \text{(A-9)} \]

For \( D < 0 \), there are three, distinct, real roots which are given by

\[ y_i = 2\sqrt{-\frac{A}{3}} \cos \left( \frac{\cos^{-1} \left( \pm \frac{27B^2}{4A^3} \right) + 2\pi k_i}{3} \right), \quad \text{(A-10)} \]

where \( i \) takes the values 1, 2, and 3, \( k_i = i - 1 \), and the minus sign applies when \( B > 0 \), and the plus sign applies when \( B < 0 \). The roots \( x_i \) of A-1 can then be found by applying equation A-2

\[ x = y - c_i/3 \]

to the individual roots. In the present application \( c_1 = \Delta C, c_2 = -(K_w + K_f), \) and \( c_3 = 2K_fK_w \).
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